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Purpose of publication

This publication is being created to widely introduce the achievements of research and
development activities conducted by Nikon Corporation. This is a result of R&D based on Nikon's
core technologies of “opto-electronics” and “precision” technologies that have been incorporated in
new products and/or often valued by external organizations such as academic societies.
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Representative Director
President

Toshikazu Umatate

Due to the ongoing COVID-19 pandemic as well as the instability of international affairs, we are facing a variety of
challenges. Even in such a situation, we hope to support our customers in creating innovation by understanding the
essence of what they want and finding solutions together.

In April 2022, we announced our Medium-Term Management Plan which further aims towards “Trustworthiness and
Creativity.” We set our Vision 2030 to become “a key technology solutions company in a global society where humans
and machines co-create seamlessly.” To achieve this, not only by means of our main businesses in imaging and precision
equipment, but also through our strategic businesses in healthcare, components, and digital manufacturing, Nikon will
deliver to our customers products and services optimized to meet their needs. We have defined two fields of value
proposition for these businesses. “Industry,” which expands possibilities for people via advanced manufacturing, and
“Quality of Life,” which makes lives better through advanced medical care and entertainment.

This report shares some of Nikon'’s technological developments such as material processing technologies that bring
innovation to the world of Monodzukuri (manufacturing) in “Industry” and Al imaging technologies that advance medical
treatment for “Quality of Life.”
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Along with the significant ongoing global restrictions, there is an increase of uncertainties. We in technology
development are required more than ever to respond flexibly and more rapidly to these situations. To provide products
and services that meet the needs of our customers as quickly as possible, Nikon's research and development teams are
working on diverse ideas, to develop technologies for our main businesses and the growth drivers defined in the
Medium-Term Management Plan. Especially for the growth drivers, the results of continuous technological development
are gradually becoming visible as achievements.

We will share the Nikon Group’s research and development results for this year again through this report, which
contains technological explanations of products released and announced in FY2021, and highly valued paper topics that
were submitted and presented at various conferences during the same year, focusing on technology developments for

Executive Fellow

Division Manager

Advanced Technology

Research & Development Division

Masaaki Doi

the growth drivers. Although this covers only a small selection of the technological developments Nikon is working on,
I hope that this report will help you to understand what we are engaged in and provide opportunities for Nikon's
technology to contribute to society.
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Development of Flagship Full-Size Mirrorless Camera
with Interchangeable Lenses: Nikon Z 9

Koji OZAKI and Yoshihisa SAITO
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In December, 2021, we launched the sales of the full-frame (Nikon FX-format) mirrorless camera Nikon
Z 9. The Z 9 is the first flagship model of the Z series mirrorless cameras, combining Nikon’s leading-
edge technologies to deliver the best still and video features and performance in Nikon'’s history. Here,
we explain the various development elements of the Z 9.

Key words L Y8R, =S5—LUAAAXS
interchangeable lenses, mirrorless camera

1 Introduction

In December 2021, Nikon released its first flagship model,
the Nikon Z 9, an FX-format mirrorless camera. This paper

describes the various development elements of the Z 9.

Fig. 1 Nikon Z 9

2 AF and Continuous Shooting Performance

High-performance autofocus (AF) is supported by three
technologies. They are Nikon’s first AF calculations at the

high speed of 120/s, superior subject detection developed

using deep learning technology, and high-speed AF informa-
tion communication unique to the Z-mount. The combination
of these technologies enables high-dimensional AF tracking
performance that accurately captures randomly moving sub-
jects even during high-speed continuous shooting. Accurate
AF calculations at the high speed of 120/s are achieved by
the combination of high-speed readout by the new CMOS
sensor and high-speed processing by EXPEED 7. Through
an algorithm developed using deep learning technology, nine
types of subjects can be detected: people, dogs, cats, birds,
cars, motorcycles, bicycles, trains, and airplanes. The person
detection function detects smaller pupils than before and can
even detect them through goggles or sunglasses, or when
the face is upside down. Highly accurate AF is achieved by
transmitting distance information between the camera body
and the lens in each frame. In addition, the CFexpress Type
B high-speed writing enables continuous shooting of over
1000 frames at approximately 20 fps in JPEG FINE (L) or
high-efficiency RAW setting. Combined with the AF perfor-
mance, it is possible to shoot continuously for extended

periods without concern for the buffer.
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Fig. 2 Detectable subject images

3 Electronic Viewfinder

The Real-Live Viewfinder and Quad-VGA panel supporting
a high brightness of 3000 cd/m?’ represent a major evolution
from the conventional electronic viewfinder. The Real-Live
Viewfinder displays all the moments that were previously
lost with a conventional electronic viewfinder or with an SLR
camera owing to the loss of image caused by mirror lock-up.
Unlike conventional blackout-free shooting, which displays
the same image to prevent the loss of viewfinder image, the
actual movement of the subject is always displayed as it is.
Nikon's newly developed Dual Stream technology enables
the simultaneous processing of still image data for recording
on a memory card and live-view data for display on the elec-
tronic viewfinder and image monitor. This has enabled pro-
cessing specialized to live-view, which makes it possible for
the Real-Live Viewfinder to allow the user to view every
moment. The newly equipped Quad-VGA panel, which can
adjust brightness up to 3000 cd/m?, enables clear confirma-
tion of subjects even in bright surroundings where it was
previously difficult to view the details of subjects. The sub-
ject is visible even in very bright scenes, such as a midsum-

mer beach or a sunny snowfield.

Image sensor Image-processing engine

expeen7

Liveview dote_ Skl Sl Dl conto v /Moniter
procsang rosscng
Image data
7. Compensation Image g .
ill image data processiog prosisio Encoding Memory card
Pixel array Circuitry

Fig. 3 Mechanism of Real-Live Viewfinder

4 Video

The heat dissipation path from the heat source to the
exterior cover has been optimized, and the front and rear
covers are integrated with the bottom cover to reduce part-
ing lines and improve heat transfer efficiency, enabling the
recording of approximately 125 min of 8K UHD/30p video
on a memory card in the camera body without forced air
cooling. Combined with an S-Line NIKKOR Z lens, which

has excellent resolving power, this setup delivers a high
descriptive performance to every corner of the image. More-
over, 4K UHD/120p/60p/30p is supported to meet the
diverse video production needs of video creators. The Z 9
can shoot 4K UHD/120p video without screen cropping,
allowing video editing with the same angle of view even if
the video is shot at different frame rates. The camera sup-
ports 12-bit RAW video including over 8K/60p that exceeds
high-resolution 4K UHD/60p given by 8K oversampling.
Nikon's original 10-bit N-Log, Hybrid Log-Gamma (HLG),
and N-RAW recording are also supported. The ProRes 422
HQ recording format is supported to meet a wide range of
video production needs. In addition, the detection of nine

types of subjects is supported in movie recording.

8K UHD

7680 x 4320

3840, x 2160 -

Fig. 4 Internal recording of 8K UHD/30p, 4K UHD video supported

5 High Image Quality

The Nikon Z 9 is equipped with a stacked CMOS image
sensor with an effective 45.71 MP. The standard sensitivity
is ISO 64 to 25600 and it can also be set to 1 EV (equivalent
to ISO 32) below ISO 64 and to 2 EV (equivalent to ISO
102400) above ISO 25600. Auto ISO sensitivity control is also

available. At high sensitivity, noise is processed at different

Fig. 5 Stacked Nikon FX format CMOS sensor
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intensities for flat areas, such as a night sky, and for details,
such as illuminated buildings, effectively reducing the rough
noise that tends to occur in areas of night sky while main-

taining the high resolution of fine details.

6 Design

The design of the Nikon Z 9 was the culmination of the
pursuit of ease of use and high reliability as a tool for profes-
sional photographers who cannot afford mistakes when
shooting. The integrated vertical grip ensures comfortable
operation in both horizontal and vertical positions, and high
reliability is achieved by improving the strength and rigidity
of the body. The Z 9 has been designed so that professionals
would find it easy to use. Several buttons with customizable
settings have been added.

Menus with deep hierarchies tire professional users with
repeated button presses because they take several pictures
in a day. In such cases, the more buttons with a direct
operation, the more the load on the photographer can be
reduced. While meeting these needs, the Nikon Z 9 is

approximately 20% lower in volume than the D6.

Fig. 6 Nikon Z 9, which is approximately 20% lower in volume
than the D6

/ Operability and Reliability

The Z 9 is the first Nikon camera with a four-axis tilt
image monitor, which provides high operability when shoot-
ing from high or low angles in either portrait or landscape
mode. When shooting in the portrait mode, the still image
live-view user interface automatically switches to the portrait
mode, making it easy to check the display and operate the
monitor. The buttons necessary for menu settings and image
confirmation are illuminated, allowing operation in the dark

as smoothly as in daylight. Reliability is ensured by the high

scan rate, which suppresses rolling shutter distortion and
eliminates the need for a mechanical shutter. This enables a
large number of photos to be taken freely, without worrying
about durability or the risk of malfunction, and eliminates
dust from shutter wear. The optical filter in front of the
image sensor is double coated, with a conductive coating to
reduce dust adhesion and a fluorine coating to facilitate wip-
ing off dust that does adhere. In addition, the Nikon Z 9 is
equipped with a sensor shield that can be closed when it is
turned off, preventing dust adhesion when changing lenses,
and also preventing fingers from coming into contact with it.
The top, front, and rear covers are made of a magnesium
alloy, achieving Nikon's best-in-class robustness equivalent
to that of the D6 and high dustproof and splash-proof perfor-
mance. A review of the component parts reveals cold resis-

tance that enables operation even at minus 10°C.

Fig. 7.1 Nikon’s first four-axis tiltable image monitor with a high
degree of angle freedom

Fig. 7.2 Body incorporating magnesium alloy

8 Summary

The Nikon Z 9 is Nikon’s flagship mirrorless camera that
incorporates all of Nikon’s current technologies for both still
and moving images, making it the perfect camera for profes-
sional photographers who demand the best performance

from their cameras in any situation or place, and at any time.
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‘We have already received considerable feedback on how the products that meet and exceed user expectations, without
Nikon Z 9 enables the shooting of subjects that was previ- being satisfied with the status quo.

ously impossible for the user. Nikon will continue to produce

Rl E— Koji OZAKI A Yoshihisa SAITO
WL SEER BATSHGER AR R [ o R ot i e

Designing Department
Development Sector

Imaging Business Unit

Designing Department
Development Sector

Imaging Business Unit
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Development of the Lasermeister1000SE/1000S
Optical Processing Machine

Shigeki EGAMI
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An optical processing machine has been developed by applying Nikon’s semiconductor lithography
technology. The first optical subtractive processing machine, “Lasermeister1000S,” was released in
September 2021. The coordinate system of the Lasermeister1000S is adjustable with high accuracy over
a wide range. Therefore, model data can be accurately reproduced with high fidelity in processing. An
ultra-short pulse laser is used as the light source, with which non-thermal laser ablation processing can
be applied to almost all materials. Furthermore, because a high-precision three-dimensional (3D) optical
measuring device is mounted on-machine, accurate feedback of the measurement results to the laser
processing for improved process quality is realized. The machining path is automatically generated from
computer-aided design (CAD) data, processing parameters, and 3D measurement results of the object;
hence, sub-micrometer processing accuracy can be achieved without relying on the operator’s skill. In
this paper, the development of the aforementioned elements is explained and processing examples with
scraping, precision molding and processing on ceramic material are discussed, which are areas of
application for this optical processing machine.

Key words ¢hiT#, #B@/SLRAL—H—, L—H—F7TL—v 3y, #13D

sHEI

optical processing machine, ultra-short pulse laser, laser ablation, on-machine 3D measurement

1 Introduction

As the first optical processing machine, the metal 3D
printer “Lasermeisterl100A” was developed in April 2019 by
applying the semiconductor lithography technology that
Nikon has built up over the years. This optical processing
machine, which can realize high-precision metal additive
manufacturing at low cost and footprint, has wide applicabil-
ity to market needs. A model with enhanced functions, such
as five-axis machining, was also released in 2020, with tita-
nium alloy support further added in 2021.

Nikon'’s optical processing machines are not limited to the
additive manufacturing processing of this metal 3D printer
“+ (plus),” but have also been advancing product develop-

ment of subtractive processing of “~ (minus).” The subtrac-

tive optical processing machine can realize high-precision
surface-shape processing by repeating 3D precision mea-

surements with an on-machine optical measuring device and

Fig. 1 High-precision surface-shape processing machine: Laser-
meister1000S.
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non-thermal/non-contact processing together with an ultra-
short pulse laser. This high-precision surface-shape process-
ing machine was released in September 2021 as “Lasermeis-
ter1000SE” and “Lasermeister1000S” (hereafter collectively
referred to as “Lasermeister1000S”) (Fig. 1).

2 Concept of Lasermeister1000S

The Lasermeister1000S is a new processing machine that
achieves high-precision surface-shape processing and micro-
fabrication based on the concept of “remake manufacturing.”
This processing machine can simplify or automate the pro-
cessing setup such as computer-aided manufacturing (CAM),
conditions setting, chucking, or reference surface setting.
These processes, typical in conventional processing
machines, enable the realization of machining that was dif-
ficult owing to the wear of cutting tools and constraints of
the target object in terms of, for instance, material, shape,
and rigidity, with a micro-to-submicrometer precision and
requiring no additional operator skill.

“Lasermeister]1000SE” constitutes an entry model equipped
with an ultra-short pulse laser and a processing/measurement
system that uses an on-machine non-contact 3D optical mea-
surement to realize high-precision subtractive processing. In
addition to this basic performance, the standard model
“Lasermeister1000S” is equipped with more precise position-
ing mechanism and coordinate correction system, and it is
capable of accurate surface-shape finishing and microfabrica-
tion over a wide range. This article describes the features and

applications of Lasermeister1000S.

3 Features of Lasermeister1000S

The features of the Lasermeister1000S with emphasis on

its newly developed elements are introduced below.

3.1. Highly Precise and Widely Managed Global Coordi-
nates

The processing machine must construct and manage an
accurate coordinate system to reproduce with fidelity com-
puter-aided design (CAD) data (Fig. 2). The coordinate sys-
tem of a general-purpose processing machine is not always
constructed accurately, in particular over wide range, due to
insufficient operator skill and unsuitable setup. However, the
coordinate system of Lasermeister1000S includes advanced
correction systems (tilt, scaling, orthogonality, etc.) devel-
oped by using Nikon's semiconductor lithography equipment

technology that can construct an accurate global coordinate

system regardless of operator skill (Fig. 3). Conventional
high-precision processing machines require significant effort
to suppress drift caused by environmental temperature fluc-
tuations, but the Lasermeister1000S can correct and manage
the highly corrected coordinate system. In addition, this
processing machine utilizes an air bearing based work stage,
as the optical measurement and processing techniques ren-
ders mechanical contact unnecessary. Friction-less sliding of
the air bearings installed on the stage against the surface
plate finished with a high flatness ensures high running
reproducibility throughout the stroke without the vibration
or loss of precision that may be caused by mechanical drive-
shafts.

) processing
result
% oordinate system. .
CAD data —> Biocessine
al rtllrate CO Irdi:nate system ..

Fig. 2 Effect of coordinate system on processing.

Global coordinate system for
Lasermeister1000S

Global coordinate system for
general processing machines

»
/]

Correction system derived from Application of air bearing stage
Nikon’s semiconductor lithography

Measurement system Laser processing system

Traveling parallelism of
5te1000S stage

- it Traveling parallelism of
« scaling general stage

+ orthogonality I e — e
« others:- —

{Surface]

Air Bearng,

Fig. 3 Lasermeisterl000S’s global coordinate system.

3.2. Processing for a Wide Range of Shapes and Materi-
als by Ultra-short Pulse Laser Ablation

Laser ablation is a phenomenon in which the surface of an
object is explosively scattered and evaporated by irradiation
of a high-intensity pulsed laser. Ablation processing using an
ultra-short pulse laser (ranging from femtoseconds to several
picoseconds) of pulse width shorter than the time required
for heat conduction can remove the material without con-
verting the laser energy into heat. Consequently, processing
can be performed without causing thermal deformation or

including a heat-affected zone (HAZ) of the target object
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(Fig. 4), as opposed to CW laser and nanosecond laser pro-
cessing. In addition, given that laser processing is non-con-
tact and enables processing with almost zero reaction force,
a chuck is unnecessary. Therefore, high-precision processing
can be realized on the work pieces of thin plates and low-
rigidity parts without causing deformation due to that might
otherwise be caused chucking and machining force, which

is a problem in conventional processing machines.

(a) CW/nanosecond laser

HAZ " Melting o
u g

(b) Femtosecond/
picosecond laser

¢ Droplets
Ll

Atomized vapor and debris

Plasma

Fig. 4 Differences in processing as a function of laser pulse width:
(a) Thermal processing with CW/nanosecond laser; (b) non-
thermal processing with femtosecond/picosecond laser.

An additional advantage of ablation processing by ultra-
short pulse laser is that there are few constraints on the
materials that can be processed. Ultra-short pulse lasers can
process even materials having band gaps larger than the
photon energy (i.e., materials that do not absorb light) due
to non-linear photon behavior at extremely short pulses. The
ultra-short pulse laser adopted in Lasermeister1000S enables
processing of general metals and a wide range of materials
such as those that are hard and difficult-to-process, e.g.,
cemented carbides and diamond, and also easy-to-break
brittle materials, e.g., ceramics and optical glass (Table 1).

In conclusion, laser ablation using an ultra-short pulse
laser can minimize adverse effects on the work piece and is
effective for machining of a wide range of shapes and mate-

rials.

Table 1 Materials that can be processed with the Lasermeister1000S.

Ci

i i ifficult-t
Typical metals Highly sefle Diftcultst Semiconductors/ Others
Sintered materials
Austenitic sili
stainless steel A Die steel Theon Borosilicate
Martensitic crown glass
stainless steel Silicon carbide
Ferritic Tungsten
stalnlaps stoe] Copper Silicon nitride Fused silica glass
Carbon steel
. Titanium Aluminum nitride
Chromium
molybdenum steel Single crystal
) Gold Alumina Gramond
Zinc Titanium alloy
Aluminum alloy Zirconia ool ;
Platinum " olycrystalline
Nickel all i
Cupper alloy LSO Cemented carbide Diamond

Processing accuracy and safety depend on materials. Processing of materials other than the above is also possible.

3.3. On-machine Feedback Processing by On-machine 3D
Measurement

The on-machine 3D measurement equipment installed in
Lasermeister1000S employs optical interference technology,
which enables high-precision and high-throughput 3D mea-
surement. By measuring the surface shape of the target
object with high accuracy, it is possible to accurately enable
machining feedback according to the target shape. As a
result, it is possible to obtain the desired high-precision sur-
face easily by repeating the machining feedback using this

high-precision measurement (Fig. 5).

On-machine 3D measurement Laser processing

Ablation processing ‘
Repeat irradiate more pulses 2
to the convex area 5
Target object
Processing
completed
Desired surface

with high precision

Fig. 5 On-machine feedback processing by on-machine 3D mea-
surement.

High-precision
measurement of
surface shape

Figure 6 shows a typical example of common flat surface
processing (processing to achieve uniform flatness over
multiple locations) using on-machine feedback machining.
The work piece was a thin plate of stainless steel: SUS304
(80 mm x 75 mm x 1 mm thick), and common flat surface
processing of 10 mm x 10 mm was performed on these four
corners. This stainless steel thin plate exhibited a swell of
approximately 100 um before processing. However, as can be
seen from the color contour diagram, the targeted area was
processed to have a very high precision common flatness
(0.4 um) with submicrometer geometric tolerance. It is dif-

ficult to realize such ultra-high precision processing of thin

(a) (b)

Stainless steel(SUS304)
80mm x 75mm x 1mm

Fig. 6 Common flat surface processing of SUS304 thin plate: (a)
Photograph of the target object before and after machining
and diagonal contour diagram of height; (b) planar contour
diagram after machining; common flatness of 0.4 um was
achieved.
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plates with grinding machines, but the Lasermeister1000S
can readily achieve this without chucking and particular

operator skill.

3.4. Automatic Generation of Machining Data by On-
machine CAM/3D Alignment

For typical NC machine tools, it is necessary to create a
machining program with CAM based on a design model cre-
ated with CAD. CAM improves the work efficiency of the
process and can handle complicated machining shapes and
perform machining simulations. However, it requires special-
ized knowledge in programming, and the time required for
creation and data quality varies depending on the operator’s
skill.

Lasermeister1000S incorporates CAM-equivalent function-
ality (on-machine CAM) into the device software (Fig. 7).
Only the 3D models of the work piece and the machining
target design, together with the machining and measure-
ment parameters, are input into the device. As the machin-
ing area and machining path are automatically generated
from these model data, parameters, and on-machine 3D
measurement results, the operator’s specialized knowledge

is no longer required, leading to shortened program creation

Task Setup

Work placement Parameter setting

a o

3D modeling

. Work . Processing

3D Alignment

Work position,
orientation
acquisition

On-Machine CAM

4 Process job
y calculation

On-Machine Feedback

e W
On-machine 3D

o W
measurament Laser processing Iii

Post-Processing

Processing ®© ) ;“t'pmf:s:t
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Fig. 7 Processing flow of the Lasermeister1000S.
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times and stabilized data quality.

Elimination of setup by a “3D alignment” procedure that
automatically positions the target object is also a prominent
feature of the Lasermeister1000S. In conventional processing
machines, the operator fixes the work piece with a jig and
performs position measurements involving contact of the
measurement stylus at multiple sample points; however, it is
typically an extremely complicated procedure. With the
Lasermeister1000S having on-machine measurement capabil-
ity, such procedures can be automatically performed.

Figure 8 shows the process of 3D alignment. First, the
work piece is placed at any arbitrary position on the table.

Lasermeister1000S is equipped with two types of 3D mea-

(a)
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Wide area 3D direction
measurement beam

o

Work piece

Work table

Guide rail

(c)
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Fine 3D scan multi-
area measurement

Fine positioning

Work piece. Origi
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Work piece

() _ (h)
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Fig. 8 3D alignment process: (a) Work piece measurement with
wide-area 3D scanner; (b) placement of wide-area 3D scan-
ner measurement results in virtual space; (c) 3D matching
of base-material 3D model and measurement results; (d) 3D
matching results; (e) measurement of edge position and
height of the work piece at multiple areas with a fine 3D
scanner; (f) fine positioning of the work piece origin based
on the measurement results of the fine 3D scanner; (g) fine
positioning results; (h) placement of 3D model of machin-
ing target in virtual space.
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suring machines: a wide-area 3D scanner implementing an
optical cutting method and a fine 3D scanner implementing
an optical interference method. Next, the wide-area 3D scan-
ner measures the entire image of the work piece in a short
time, and 3D matching is performed with the 3D model
input into the system. From the result of this matching, the
work piece’s position and orientation can be automatically
aligned, and the actual position and orientation of the work
piece can be reproduced in a virtual space on the computer.
However, 3D alignment with a wide-area 3D scanner has an
error of several hundreds of micrometers; thus, when more
precise alignment is required, it is performed with the fine
3D scanner. With reference to the results of the wide-area
3D scanner, by then accurately measuring the edge position
and height of the work piece at multiple areas with the fine
3D scanner, it is possible to finely position the model and
orientation of the work piece in the processing space with
micrometer precision. The 3D model of the machining target
is placed in a virtual space based on the actual position and
orientation of the work piece on the work table, and then
machining can be accurately performed according to the

input machining parameters.

4 Applications

Lasermeister1000S, which integrates the above-mentioned
technologies, can easily realize high value-added processing
with micro-to-submicrometer geometric tolerances for vari-
ous applications. Examples of applications include precision
molding, precision surface, cutting tools, grinding wheels,
low rigidity parts, difficult-to-cut materials processing
(ceramics, diamonds, carbide, optical glass, etc.), and micro-

fabrication. Here we will introduce some of them.

4.1. Reproduction Processing of Scraping

Scraping is used in sliding parts of machine tools, such as
grinding machines, and as reference flats. It is an important
technique indispensable for machine tools. Scraping, which
results in an ultra-flat finish that cannot be achieved with
conventional processing machines, still requires a traditional
processing technique where a craftsman hand-scrapes a
surface to induce shallow depressions while maintaining the
original flat surface. Oil will readily adhere to this scraped
surface, creating an oil sump of several microns, allowing
smooth movement when used as a sliding surface. Figure 9
shows the processing that digitally reproduced this scraping.

Gray cast iron (FC300) was prepared as the base material,

and the hand-scraping result was reproduced in the center

of the work piece with dimensions 60 x 60 mm (laser pro-
cessing time: 35 min). Figures 9 (a) — (c) show a photograph
after processing, the height contour diagram, and the profile,
respectively. As can be seen from the profile results in Fig. 9
(0), the shape after processing was faithfully reproduced in
submicrometer scale with respect to the target shape, real-
izing the automation of scraping that typically requires more
than a decade of skill mastery. An evaluation of the sliding
characteristics was also conducted in another case, and
results comparable to hand-scraping made by a craftsman
were obtained. Note that it is easy to pattern the oil sump
with arbitrary shape and regularity, making it possible to
eliminate the quality variation introduced by different opera-
tors. Thus, we demonstrated that this processing machine is
a powerful tool for realizing digital manufacturing of scrap-

ing.
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Fig. 9 Reproduction processing of scraping: (a) Photograph of
processed scraper; (b) contour diagram of heights of
machining target and post-processed shape; and (c) corre-
sponding shape profiles.

4.2. Mold Processing of Fuel-cell Separator

Fuel-cell separators are manufactured by press molding,
but materials with high hardness and abrasion resistance,
such as die steel, high-speed tool steel, and cemented car-
bide, are used as mold materials. Consequently, it is difficult

to realize high-precision machining of the molds with con-
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ventional processing machines. In addition, the machining
shape of the separator mold is complicated, and the process-
ing difficulty is also high. The separator has a flow path
through which gas flows, and to promote gas diffusion, an
irregularly shaped flow path may be needed. As the separa-
tor is used for stacking, high flatness is also required. Fig-
ure 10 shows a processing example model of a hypothetical
separator mold.

PD613 (Daido Steel Co., Ltd.), which is a die steel, was
used as the base material for this processing objective. In
the flow path of the 3D model of the machining target, aper-
ture and taper were included, and a structure with a high
degree of freedom was machined for this mold material
(laser processing time: 3.3 h). The flow path model has a
45-degree taper, and the processing in Fig. 10 results show
that it can be reproduced precisely. The surface shape could
be processed with extremely high precision: the average dif-
ference between the shape after processing and the target
shape to be processed was 1.3 um. The surface roughness
was Ra 0.15 um at the deepest point. It was confirmed in
another example that similar processing can be carried out
even with cemented carbide. Thus, these processes demon-

strate the processing of separator molds for fuel cells, which
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Fig. 10 Processing example of a model of a hypothetical fuel-cell
separator mold: (a) 3D model of processing target and
work piece after processing; (b) height contour diagram of
shape after processing and cross-sectional profile of flow
path through the aperture.
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is one of the applications of precision molding.

4.3. Fine Shape Processing of Ceramic Materials

Ceramic materials such as alumina have excellent
mechanical strength, wear resistance, and electrical insula-
tion properties and are used as structural materials for elec-
trostatic and vacuum chucks that hold silicon wafers on a flat
surface with high accuracy. Tens of thousands of fine pin
shapes with a diameter of hundreds of micrometers and a
height of tens of micrometers are formed on the surface of
these chuck parts to suppress trash traps; but these parts
demand high productivity and must be processed in a short
time. Blasting is usually employed for this pin formation as
it can accomplish surface grinding, satin processing, and
surface modification, even in places where machine tools do
not reach. However, the setup of the masking and mask
peeling process is complicated and difficult to automate. The
degree of freedom of the processing shape is also compli-
cated to manage and there are many restrictions. In this
context, we introduce an example of ceramics processing by
Lasermeister1000S.

Figure 11 shows the results of conducting grooving, com-
mon flat surface processing, and fine pins processing on an
alumina substrate. Grooving is a machining procedure that
assumes a groove for the gas flow path of an air bearing or
electrostatic chuck. It can be seen that a target machining
depth of 20 um can be achieved in each groove with a
machining accuracy of + 1 um or better (Fig. 11 (b)). Simi-
lar to the stainless steel machining example, common flat
surface processing could achieve a flatness of 0.4 um even
for alumina (Fig. 11 (c)). Pin pattern machining was suc-
cessful with models of diameters 250 um and 500 um by

imagining electrostatic and vacuum chucks. The height of
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Fig. 11 Fine shape processing on alumina substrate: (a) Photograph
of alumina substrate with after fine-shape processed; (b)-
(d) cross-sectional profile of grooving, common flat surface

processing, and fine pin processing, respectively.
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the pins of diameter 250 um was 22.0 + 0.9 um, highlight-
ing suppression of variation among pins (Fig. 11 (d)). Given
that the machining accuracy of chuck parts affects the dis-
tortion when gripping the flat surface of the wafer and the
temperature controllability for keeping the wafer tempera-
ture constant, it is a requirement to process the pin height
and groove depth uniformly. Lasermeister1000S controls

these parameters on a micro-to-submicrometer scale.

5 conclusions

Lasermeister1000S is a novel processing machine that has
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a dramatic effect on the design of machining tasks, reduces
the waste of “processes that were common so far”, and real-
izes “processing that was impossible so far.” Being able to
easily process a wide variety of machine parts with light will
revolutionize manufacturing. Therefore, we will introduce
machining support tools, such as automatic processing con-
dition setting and processing unevenness correction, and
advance the development of elements such as five-axis
stage/laser re-melt to enable the development of more valu-
able next-generation optical processing machines for users
in the future.
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With the rapid adoption of Electrical Vehicles, proper inspection of battery cells is critical to guarantee
their long term performance and safety. This paper introduces Nikon's new XT H 225 ST 2x X-ray
Computed Tomography (CT) system as well as the new features that come with the system to meet this
market need. First the principles of X-ray generation and imaging are explained as well as the traditional
CT acquisition and reconstruction techniques. Next, we will introduce new features and applications. The
improved Rotating.Target 2.0 makes it possible have a 3 times higher X-ray flux for a given focal spot size
compared to a traditional static reflection target. The unique Half. Turn CT acquisition and reconstruction
algorithms enables faster scans while X.Tend helical CT provides high-resolution, artefact free data. Auto.
Filament Control doubles the lifetime of the filament. All these new 2x features enable fast and high quality
CT scans that are a key requirement for the usage of X-ray CT for end-of-line testing and process control
in a production environment. Finally, as an example of such an industrial application, the paper discusses

the usage of the XT H 225 ST 2x system for fast inspection of Li-lon battery cells.
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7 Introduction

Nikon offers a wide range of industry-leading X-ray and
Computed Tomography (CT) systems to do non-destructive
inspection of parts as small as MEMS up to large castings
and this for a wide range of industries including aerospace,
automotive, consumer products, electronics and much more.
At the heart of these systems are Nikon’s X-ray microfocus
sources, ranging from 130 kV through to 450 kV, that Nikon
X-Tek Systems in Tring (UK) has been developing and
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manufacturing in-house since 1986. Unique X-ray source
technology such as rotating target, integrated generator and
the worlds-only 450 kV microfocus source allow superior
image quality across the entire range of systems.

In the early days, X-ray CT was mainly used in Research
& Development (R&D) and Failure Analysis. More recently,
production quality control teams have seen the benefit of
using CT to shorten production set-up time by doing
detailed first article inspection and to improve process con-

trol by doing systematic end-of-line inspection. In both cases,
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a single CT scan enables inspection of internal and external
dimensions and reveals defects and assembly issues, all in a
non-destructive way and faster than other technologies. The
latest trend is to move CT inspection into the production line
to catch issues as early as possible. This trend can certainly
be seen in the growing market of Li-Ion battery cells that
power hybrid and electrical vehicles. Manufacturing quality
in this case is important to guarantee long term battery per-
formance and safety.

In the production line, the challenge is to reduce inspec-
tion cycle times as much as possible without compromising
on data quality. The remainder of the paper will explain how
Nikon has responded to this challenge by further improving
source performance and implementing innovative CT scan-
ning techniques and reconstruction algorithms which
resulted in the new XT H 225 ST 2x X-ray CT system.

2 Technology Background

2.1. Principle of X-ray Imaging

X-rays are a form of electromagnetic radiation, just like
visible light, but compared to many other types of radiation,
X-rays are more energetic. An X-ray photon can be hundreds
or thousands of times more energetic than a photon of visi-
ble light, see Fig. 1.

Wilhelm Roentgen first described X-rays in 1895, an
achievement for which he was awarded the very first Nobel
Prize in Physics. During World War I, X-rays were already
being used for medical purposes.

Most of the X-rays in the universe arise when highly
excited atoms decay back to their ground state configura-
tion. For example, if an electron is removed from the inner
shell orbitals of an atom — perhaps by a collision with some-
thing — then the atom will emit an X-ray photon as it
returns to its equilibrium state.

Another common source of X-rays is from a process called
“bremsstrahlung”, which is German for “braking radiation.”
X-rays are emitted when a highly energetic beam of charged
particles such as electrons is rapidly decelerated — because
it runs into a metal target, for example.

In medical and industrial X-ray sources, a beam of ener-
getic electrons is focused onto a target, usually a piece of
Tungsten. As the electrons are decelerated, this generates
bremsstrahlung X-rays. In addition, the incoming electrons
can collide with a Tungsten atom and knock an electron out
from its inner orbit. This kind of device actually produces
X-rays by both mechanisms simultaneously.

The high energy of the X-rays combined with their inter-
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actions with the electron cloud in the atoms means that
X-rays can penetrate significant amounts of material; the
exact length depends on density and atomic number and
broadly falls off as either increases. The X-rays that pass
through the material (as well as those scattered) can then be
detected. Originally this was done using film but over the
years a number of electronic means have become available.

Today the most common type of detector in industrial
X-ray is the flat panel detector, that consists of a scintillator
material (most often Caesium Iodide (CI) or Gadolinium
Oxysulphide (GadOx)) that converts the incident X-rays into
light. These scintillators sit on top of a layer of photo diodes
which convert the light generated into a 2D image which is
read out to a computer.

The key equation in X-ray image formation is the Beer
Lambert law which describes how the intensity of the
detected X-rays falls off with the thickness of material:

I=Ie* @

The equation (1) is true for a monochromatic beam tra-
versing a uniform material with attenuation coefficient y, the
equation can be extended to polychromatic beams as found

in typical microfocus sources and to multiple materials.
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Fig. 1 Overview of the Electromagnetic spectrum showing the place
of X-rays within it.

Frequency (Hz)

When an image is collected the values of I, and I can be
measured before and after the sample is introduced. This in
turn will allow calculation of the attenuation along that path,
this will be important later when we discuss Computed

Tomography.

2.2. Features of Microfocus X-ray Sources

There are several different types of X-ray sources. Of
most use in industry are the Mini-focus tube (X-ray focal
spot size > 100 microns) and the Microfocus tube (focal
spot size < 100 microns, typically < 10 micron at best).
Within each type there are two competing construction

methods: sealed tube in which the source is put under
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vacuum and then sealed and runs in a sealed state until
failure, when it is replaced. Next to this, there is or the
open tube, in which the source can be vented to air and the
filament or other failed parts replaced, giving it an unlim-
ited lifetime.
The customer will choose the type that best matches their
sample and imaging needs.
A typical Microfocus tube will consist of the following ele-
ments, see Fig. 2.
1) A high voltage receptacle to allow the high voltage (typi-
cally around 200 kV) to be delivered
2) An electron source, often a heated Tungsten hairpin
3) A cathode/anode assembly causing electrons to be
extracted from the filament and accelerated
4) A drift space with steering coils to make sure the beam
passes through the centre of the lens
5) An electromagnetic lens to focus the beam
6) A metallic target of a suitable material to generate X-rays
(typically Tungsten).

Cathode
assembly

Anode Magnetic Lens

L =1
Filament JS=><==——— oo oo oo mm=seh | Vacuum
W E ‘zﬂ Y ‘L Envelope

X-rays

Reflection target

Fig. 2 Outline of a microfocus source.

The biggest remaining variation is on the type of target
used, there are two axes:
a) Stationary or Rotating

A stationary target is fixed in place; it has the advantage
that with no moving parts it can give a stable source. The
rotating target allows a much higher power density (elec-
trons per unit area) which leads to a much higher X-ray flux
for a given spot size.
b) Reflection or Transmission

A reflection target sends the beam of electrons into a
large block of the target material and the X-rays used are
those that come back out of the target (i.e. are ‘reflected’
back), it is easier to cool but allows the electrons to spread
in the target so limits the X-ray source size. A transmission
target is a thin film where the electrons hit one side and the
X-rays are taken off the other side (i.e. they are ‘transmit-
ted’). This enables a smaller spot to be achieved but is

harder to cool so can only be used at lower powers.
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2.3. Introduction to Computed Tomography and Recon-
struction Algorithms

By combining 2D radiographs from an object taken from
different directions, a 3D representation of the object can be
created. The most commonly used Computed Tomography
algorithm is Circular FDK CT.

In this mode individual images (call projections) are taken
while the object rotates 360 degrees in the X-ray beams, see
Fig. 3. By application of the Radon transform to the attenua-
tion found from the images the data can be back projected

into the 3D volume of the sample.
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Fig. 3 Schematic of CT data acquisition.
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It was found that if the attenuation was simply back pro-
jected then the resulting image was blurred and so a filter-
ing step was introduced to form Filtered Back Projection, the
most commonly used algorithm for this is the FDK algo-
rithm from Feldkamp et al [1].

The FDK algorithm is imperfect and can lead to errors in
the final volume Below is a short list of the most common
errors:

1) Off axis errors - the algorithm is only fully correct on the
central horizontal slice that passes through the focal spot
of the source. As the angle to the object increases there
is a loss of information and this introduces off axis errors,
usually a blurring or drop in SNR.

2) Field of view — the algorithm relies on the whole object
being contained with the cone subtended by the detector.
If parts of the object are outside this cone then errors will
occur; usually this introduces a bright ring.

3) Beam hardening — as the X-ray beam is polychromatic and
the Beer Lambert law is monochromatic there is a mis-
match. This is made worse as attenuation changes with
kV but only the integrated intensity is measured, which
leads to a non-linear value of the attenuation. There are
extensions of FDK that allow for correction of this effect

for single and multiple materials.
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3 New XT H 225 ST 2x features

3.1. Introduction of the XT H 225 ST 2x System

The XT H 225 ST 2x standard system is equipped with a
225 KV source with Rotating. Target 2.0 with a focal spot size
of 10 pm < 30 W and a maximum focal spot size of 160 pm
at 450 W. The 8.3 MP flat panel has a pixel size of 150 pm.
Fig. 4 is a system picture.
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Fig. 4 Picture of the XT H 225 ST 2x system.

3.2. Improved Rotating.Target 2.0

One ongoing issue with all X-ray CT is that the image
quality of the result is directly related to the amount of X-ray
flux collected. This means that for a given flux a longer scan
will have better image quality than a shorter scan.

In order to improve the quality of short scans the 2x sys-
tem incorporates a Rotating.Target 2.0. Such a target con-
sists of a rotating disc with a sloped surface and Tungsten
coating. As 99% of the power of the electrons hitting the
target is converted into heat and only 1% into X-rays, focus-
ing the electron beam on a very small area of the target will
melt the target. With the rotating target, this focal spot is not
a single spot but a much larger circular area that can be
cooled much more efficiently through a combination of
water cooling and radiative cooling. This approach allows a
much higher electron power density on the target. This can
then be used to either have a much higher flux at the same
spot size or a much smaller spot size at a given flux. For the
2x the main use is the former, where the X-ray flux can be
increased by a factor of about 3x from the static reflection
target, this can then shorten the time taken for a given qual-

ity by the same factor.

3.3. Auto.Filament Control Doubles the Life of Filaments
High-resolution microfocus X-rays start with electrons
emitted from a thin filament that has to be replaced periodi-

cally due to wear. Less frequent changing of the filament is
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desirable, as it means that system availability is higher.
Long-life filaments are available but they are thicker, so the
high resolution nature of the microfocus X-rays is lost. With
the XT H 225 ST 2x, the user no longer has to choose
between high-resolution and long-life filaments. Auto.Fila-
ment Control intelligently controls the X-ray source to dou-
ble the lifetime of the filament and increase system availabil-
ity.

Auto.Filament Control carefully controls the current
through the filament to optimize its lifetime. The current
through the filament causes the filament to warm up, which
allows electrons to be emitted which are then accelerated
and focused on the X-ray target to generate X-rays. Increas-
ing the current through the filament will increase the tem-
perature and the amounts of electrons produced, up to a
point where this saturates, and further increasing the cur-
rent will not significantly increase the amounts of electrons
emitted This function has the general shape of a logistic
function, or S-shaped function. The challenge is to determine
at every point in time, and for every combination of desired
beam current and energy (MA, kV) where this saturation
point or “knee” point is. Whilst this needed to be identified
by an operator before, this is now fully automated in the XT
H 225 ST 2x. After the installation of a new filament, with
one click of a button, the system automatically identifies this
knee point in the filament demand curve for every combina-

tion of beam current and energy (M4, kV), see Fig. 5.
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Fig. 5 Identified filament demand map, showing the knee point in
the filament demand curve (arbitrary units from high-voltage
generator) as a function of desired beam current (MA) and
energy (kV). This graph shows two repeated runs with sev-
eral days in between, showing that the identified values are

stable and repeatable.

Experiments have shown that the map shown in Fig. 5 is

stable over time. However, as the filament starts to wear, and
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other parameters in the source vary slightly, the map
becomes slightly offset, but the shape remains the same.
Therefore, the XT H 225 ST 2x periodically identifies this
offset without further operator intervention, achieving the
optimal lifetime of the filament all the way to the end when
it will finally break. This way, this new Auto.Filamant Control
function has proven to extend the lifetime of filaments by a

factor of 2 compared to filaments that are manually tuned.

3.4. X.Tend, Error-Free Helical CT Reconstruction

In the above discussion of FDK one of the errors was that
the equations were only accurate on the central plane. Heli-
cal CT was devised to address this weakness. There are a
number of different helical algorithms but they all work on
the same basic principle. By moving the sample vertically as
the sample rotates the angles at which the object is seen
vary continuously changing the volume of correct slices.

Many helical algorithms work to smear out the errors
over the whole volume, however, there are a few algorithms
that are exact, one of which is the Katsevich algorithm [2],
[3], [4] which Nikon uses for its helical CT reconstruction,
this uses a smaller region of the detector during the scan
combined with an algorithm to arrive at an accurate recon-
struction which does not contain any errors due to the
reconstruction process.

Another benefit of helical CT is that for taller samples, the
whole part does not need to be in the field-of-view of the flat
panel. In practice this means that the part can be brought
closer to the source and can be scanned at higher magnifi-

cation, see Fig. 6.

Circular CT Helical CT

180sec. 3x

180sec. 15x

Fig. 6 Cylindrical battery cell on the left scanned with circular CT
at 3 times magnification and scanned on the right hand side
with X.Tend helical CT at 15 times magnification.

3.5. Half. Turn CT Doubling the Speed of the Acquisition

The new XT H 225 ST 2x system doubles the speed of the
acquisition compared to a similar acquisition on the XT H
225 ST, without giving in on data quality. This is achieved by
a more sensitive detector, in combination with the new Half.
Turn CT acquisition and reconstruction software.

The duration of a CT acquisition is shown as (2)
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where T, is the time of the acquisition in (sec), A0 is the

T, )

angular range of the scan (rad), Ry is the desired angular
resolution (frames/rad) and F is the frame rate of the detec-
tor (frames/sec).

Ry is usually optimized based on the resolution of the
detector, such that %6 is more or less equal to the pixel size
of the imager, where 7 is the radius of the object begin
scanned. Reducing R, will reduce the resolution of the recon-
structed volume, and will increase motion blur, which is
undesirable.

F is limited by the maximum frame rate of the detector,
and its sensitivity. The Varex XRD4343CT panel is more sen-
sitive than the Varex PE1621EHS used before. Running the
XRD4343CT detector at 15 frames per second gives a similar
quality image as the PE1621EHS detector at 11 frames per
second. Further increasing the frame rate is not possible, as
15 frames per second is the maximum speed of the detector
in full frame mode.

Therefore, if we want to double the speed of the acquisi-
tion without compromising the resolution while the imager
is already at full frame rate, then the only remaining param-
eter we can play with is A9, the angular range of the scan.
For regular CT scans, A6 is 2%z or a full turn. However, is
that really needed? In case we have a system with a parallel
X-ray beam, the image at angle 0 should contain the exact
same information as the image at angle 6 + =. So, A0 = «
should give the same resolution of the reconstructed vol-
ume, albeit with a lower signal to noise ratio compared to
the full turn scan as we capture only half the number of
images.

In case of a cone beam, A needs to be larger than =
because of the cone beam opening angle. For every point on
the scanned object to be seen by rays in the whole range
from 0 to z, the rotate stage needs to turn over an angular
range A0 = & + a, where o is the cone beam opening angle.
Fig. 7 explains this.

This scan over a range Af = & + o with a cone beam system
presents a particular challenge to reconstruction. It is well
known that straightforward reconstruction of such an acqui-
sition with standard Filtered Back Projection introduces
artefacts. The origin of these artefacts is the “asymmetry” in
the dataset caused by the cone beam. As Fig. 7 shows, some
parts of the objects are penetrated by more rays than others,
and hence more information is available about the parts
closer to the source. The new Half. Turn CT reconstruction

solves this unfairness, and provides a reconstruction of the
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Fig. 7 For every region of the object to be seen by rays in a range of 0 to z, the stage needs to rotate over an angle of = + cone
beam angle a. (A) Consider regions at opposite ends of the sample. The beam passes through these at an angle. (B) After
90° of rotation, the blue feature receives a wider angular coverage for the same rotation. The red feature on the opposite end
receives less coverage. (C). After 180° of rotation, the blue feature has over 180° of coverage, and therefore has more than
enough projection data to allow reconstruction. The red feature, however, has insufficient coverage. It will be missing detail
at angles which have not been covered. (D) We must therefore rotate further to cover this missing angle. This additional

angle is equal to the cone beam angle.

same quality as a full turn CT, without adding noticeable
computation time. Fig. 8 shows that the quality of the new
Half.Turn CT reconstruction is comparable to that of a stan-
dard FDK reconstruction of a full turn scan of the same
opbject, while needing only about half of the images.

Fig. 9 compares the acquisition time of 2 CT acquisitions
that produce equivalent data quality, one full turn scan on the
XT H 225 ST, and one Half.Turn CT scan on the new XT H
225 2x system. The doubling of the speed is achieved
through a combination of a more sensitive detector, allowing
it to run at full frame rate of 15 frames per second, and the
new Half Turn CT reconstruction providing a reconstruction

quality that is similar to that of the full turn scan.

il

Without Half.Turn CT With Half.Turn CT Traditional 360° CT

Fig. 8 Comparison between a Half.Turn CT acquisition recon-
structed with standard FDK (left), the same acquisition
reconstructed with the new Half.Turn CT reconstruction
(middle), and a full turn CT acquisition reconstructed with
standard FDK (right). The left figure clearly shows artefacts,
while the quality of the Half.Turn CT reconstruction (mid-
dle) is comparable to that of a standard FDK reconstruction
of a full turn scan (right).

4 2x improvements applied to Li-lon
battery cell inspection

For Li-Ion batteries, defects like inclusion of foreign par-
ticles, electrode delamination and incorrect anode overhang

can be disastrous for their long-term performance and safe

17

XT H 225 ST
XT H 225 ST | & Half.Turn

CT
Detector panel PE1621EHS XRD4343CT
Beam energy 165kV 180kV
Beam current 236pA 222pA
Power 39W 40W
Exposure time 88ms 67ms
Projections per full turn 3141 3800
Number of projections 3141 2126
Acquisition time 4m52s 2m26s

Fig. 9 Comparison of the acquisition time between a full turn CT
acquisition on a XT H 225 ST, and a Half.Turn CT scan on
the new XT H 225 ST 2x system. Acquisition speed is
exactly doubled by the use of a more sensitive detector,
combined with the new Half. Turn CT reconstruction.

operation. That's why it is important to catch these issues at
the end of the line or even better, during the assembly pro-
cess. As this is high volume production, cycle time is key
without compromising on image quality.

The examples below show how the combination of Rotat-
ing. Target 2.0, the latest flat panel technology and Half.Turn
CT allows users to drastically reduce scan time. See Fig.
10-14.

L

Rotating Target
5min.

L

Static target
(general)
180min.

Rotating Target
60min.

Fig. 10 Comparison of image quality of battery anode overhang
using Rotating. Target 2.0 and ever shorter scan times.



Nikon Research Report Vol.4 2022

Fig. 10 is a CT image of the anode overhang of the elec-
trode stack of a Li-Ion battery cell, demonstrating the
change of image quality when the scan time is shortened by
using a Rotating.Target 2.0. The image on the left was
acquired using a standard static reflection target; for the
center image a Rotating. Target 2.0 was used and the scan
time was reduced with a factor 3, while for the image on the
right the scan time was further reduced with a factor 12.
Even in the last case where the scan time is 36 times
shorter than the original scan time, the image maintains suf-

ficient resolution for proper overhang analysis.

: 360° CT scan
(Normal CT)
90 sec.

Fig. 11 Comparison of image quality using traditional circular CT
versus Half.Turn CT.

Fig. 11 is a comparison of the image acquired in 90 sec-
onds using traditional circular CT and the image acquired in
45 seconds using Half. Turn CT. In the last case, almost
equivalent image quality is obtained in half of the time

needed to scan the battery cell.

Rotating Target
+ Half. Turn CT

15sec.

Fig. 12 Delamination and deformation of battery electrodes are
clearly visible in a 15 seconds scan.

During the winding or stacking process of the anode,
separator and cathode and during the further assembly pro-
cess of the battery cell, delamination or deformation of the
electrodes can happen. Fig. 12 is a CT image showing elec-
trode delamination and deformation inside such a Li-lon
battery cell. The data set is acquired in just 15 seconds
using Rotating Target 2.0 and Half.Turn CT.

Fig. 13 shows a CT image that captures the crack in a bat-
tery electrode. Cracks are a critical internal defect that can
be introduced during the slitting process. A normal CT scan
takes 45 seconds to acquire, but Nikon has made it possible

to acquire it in just 15 seconds with Rotating. Target 2.0 and
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Rotating Target + Half. Turn CT
15sec.

Normal CT
45sec.

Fig. 13 Visualisation of an electrode crack in a 15 second CT scan.

Half. Turn CT. Almost equivalent image quality is obtained

with a 3 times shorter scan.

Particle

15sec.

Rotating Target + Half. Turn ClL
L

Fig. 14 Visualisation of foreign particle in a Li-lon battery cell.

During the whole process from winding or stacking of
electrodes up to the sealing of the battery cell, foreign par-
ticles can be catched inside the cell. Also the welds that
connect the anode and cathode to the external battery ter-
minal can include voids that result in bad electrical conduc-
tivity.

On Fig. 14 some foreign particles can be clearly seen on
the CT image that was acquired in onlyl5 seconds using
Rotating. Target 2.0 and Half.Turn CT.

5 conclusion

In this paper the new and improved features of Nikon’'s
latest XT H 225 ST 2x industrial CT system were explained.
These include Auto.Filament Control, that doubles filament
lifetime, Half. Turn CT and X.Tend helical acquisition and
reconstruction algorithms and the improved 225 kV Rotat-
ing.Target 2.0 X-ray source. It was shown how these fea-
tures increase the scan speed of the system while maintain-
ing or improving the image quality.

Fast scans and reliable analysis are a key requirement to
enable the usage of X-ray CT for end-of-line testing and pro-
cess control in a production environment. As an example of
such an industrial application, the paper discusses the usage
of the XT H 225 ST 2x system for fast inspection of Li-Ion
battery cells. The results show that critical defects like
incorrect anode overhang, electrode delamination and for-
eign particle inclusions can be detected in scans that take no

more than 15 seconds.
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Electric Vehicles. Also the mass production of other compo-
nents like Plastic Injection Moulded connectors and small
castings, that are widely used in Electrical Vehicles, will

benefit from these advances in X-ray CT inspection.
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Development of the CFl Plan Apochromat Lambda
D Series Objectives for Biological Microscopes
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In December 2021, we launched seven models of CFl Plan Apochromat Lambda D Series objectives for
biological microscopes. The Plan Apochromat objective lens series provides the world’s highest levels of
Numerical Aperture and Working Distance, excellent optical performance over the entire field of view, and
chromatic aberration correction across a wide wavelength range.

To date, the Plan Apochromat objective lens series, which is the highest spec of Nikon’s microscope
objective lenses, comprised the A and VC series. Herein, we introduce the optical design and
manufacturing technologies of the AD series, which has the advantages of both A and VC series.

We begin with the achromatism of two thin lenses, explain that of three thin lenses and the influences
of chromatic aberration in a confocal laser scanning fluorescence microscope, and finally show the actual

images.

Furthermore, we explain the wavefront aberration optimization system developed using Nikon's
wavefront aberration measurement and optimization technologies. Finally, we report the simulation results
of this wavefront aberration optimization system.

Key words L >R, RIFFRS, TEMEE
objective lens, resolution limit, microscopy

1 Introduction

In recent years, remarkable progress has been made in
optical microscopy systems. However, from the time of E.
Abbe to the present day, the objective microscope lens
remains the heart of the optical microscope and determines
its resolution.

This paper introduces the CFI plan apochromat AD series
launched in December 2021 (Fig. 1).
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2 Development Background

Thus far, among the pinnacle of Nikon’s plan apochro-
matic objective lens series were the 4 and VC series.

The 4 series has high aberration performance with wide
and peripheral fields of view, which are the most prominent
features of Nikon microscope systems, and high transmit-
tance from the visible to the near-infrared region using Nano
Crystal Coat. On the other hand, the VC series features an
axial chromatic aberration performance in the visible range

from 405 nm, which the 1 series does not have, and was
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highly regarded in the market, especially concerning confo-
cal laser scanning fluorescence microscopy.

In recent years, with the development of digital imaging
technology and fluorescent dye technology in the biological
microscopy market, there has been a desire for a micro-
scope objective lens that enables observation in a wide field
of view and a wide wavelength band from bright-field obser-
vation to confocal laser scanning fluorescence microscopy.
Indeed, the microscope objective lens, which inherits the
advantages of the 1 series and VC series, was what was

needed.

Fig. 1 Images of the present objective lens series

3 Specifications

The CFI plan apochromat AD series is a series of plan
apochromatic objective lenses with the world’s highest
numerical aperture (NA) and working distance (WD) stan-

dards, excellent optical performance at the field of view

Table 1 Specifications of CFI plan apochromat AD series

60x 100x 40x 20x
NA 1.42 1.45 0.95 0.80
WD [mm] 0.15 0.13 | 0.21* | 0.80
Chromatic correction Apo Apo Apo Apo
Flatness Plan Plan Plan Plan
Immersion medium 0il 0il Dry Dry
10x 4x 2x
NA 0.45 0.20 0.10
WD [mm] 4.00 20.0 8.50
Chromatic correction Apo Apo Apo
Flatness Plan Plan Plan
Immersion medium Dry Dry Dry

* with correction ring

periphery, and chromatic aberration correction over a wide
wavelength band. It supports all Nikon microscopes and
systems. In developing this new series, the power layout was
reviewed from the ground up, and everything from design to
manufacturing and inspection was completely redesigned.
The specifications of the objective lens series in this

report are shown in Table 1.

4 Chromatic Aberration Correction in
the Wide Wavelength Range

One of the essential factors in the optical design of micro-
scope objectives is the selection of optical glass material.
Here, we introduce the axial chromatic aberration based on
three thin lenses necessary to realize the correction of axial
chromatic aberration in a wide wavelength range and explain
the basic concept of lateral chromatic aberration correction.

First, the first-order and second-order color cancellation
conditions for two thin lenses, a and b, are confirmed, and
then the conditions are extended to three thin lenses. First-
order chromatic aberration means that the focal points of
two wavelengths overlap, and second-order chromatic aber-
ration means that the focal points of three wavelengths
overlap. Second-order chromatic aberration correction is
essential for correcting chromatic aberration in a wide
wavelength band. The composite focal length and condi-

tions for achromatization for two thin lenses can be written

as follows:
@, + D, = D )
L B @)
Va Vi
pP . p®_ ®)
Va Vp

Here, va, Pa , ®a, represent the Abbe number, partial
dispersion ratio, and power of the thin lens, respectively. The
power is the reciprocal of the focal length. The optical glass
material that satisfies the condition in Eq. (4) is required to
achieve first-order and second-order color cancellation with
two thin lenses. To achieve the above Conditions for achro-
matization as close as possible, the dispersion properties of
glasses of the optical glass of thin lenses @ and b must have
a larger Abbe number difference and a smaller partial dis-
persion ratio difference.

Md) =0 @
Va=w)
However, optical glass materials are discrete and limited
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even when fluorite or other materials are used, making it
impossible to achieve axial chromatic aberration correction
over a wide wavelength band.

Therefore, we extend the idea of two thin lenses to three

thin lenses, @, b, and c.

D, + Dy +D. =D 5)
D B D ©)
Va Vi Ve

Pa%JrP,,ngch:o @)
Va Vi Ve

These equations can be expressed as follows:

[1]-[3].

Pc_Pa Vi
- Yo
CR-RT ®
T= va(Pb _P£)+vb(1)£ _Pa) —v, (9)
B-F

Fig. 2 shows the Glass map of partial dispersion ratio and
Abbe number. Here, T is the line length extending from
point c to the line connecting points a and b parallel to the
horizontal axis in axis in the Glass map of partial dispersion
ratio and Abbe number. It is difficult to satisfy the achro-
matic conditions for two thin lenses, by using two optical
glass materials, a and b, a virtual optical glass material d’ is
created. Especially, the sign of @, is noteworthy: @, has a
positive power when glass materials with dispersion proper-
ties of glasses are used, as shown in Fig. 2. This convention
shows that axial chromatic aberration can be reduced by
adding flint-type optical glass with a positive partial disper-
sion ratio, in addition to fluorite and crown-type optical glass.

In existing optical systems, in practice, a more complex

design is required. More than a dozen pieces of optical glass

A

<

Vg

Fig. 2 Glass map of partial dispersion ratio and Abbe number
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are combined to correct axial chromatic aberration over a
wide wavelength band.

Before explaining the correction of lateral chromatic aber-
ration, I would like to mention the history of the develop-
ment of microscope objective lenses. The compensating
method compensates for lateral chromatic aberration using
an eyepiece and objective lens combination. Hence, lateral
chromatic aberration occurred when observing a camera
without an eyepiece. Therefore, around 1976, Nikon adopted
the chromatic aberration Free (CF) method and developed
a microscope system in which the objective and eyepiece
lenses are each individually corrected for aberration [4].
Furthermore, in confocal laser scanning fluorescence
microscopy, which is widely used as a general observation
method, the shading in the periphery of the field of view due
to the magnification chromatic aberration, which has not
been a problem until now, has become an issue.

This paper introduces technology that can correct lateral
chromatic aberration, especially in high-magnification objec-
tive lenses.

As shown in Fig. 3, the main power configuration of a
high magnification objective lens is arranged in the order of
the front group with positive power and the rear group with
negative power, starting from the object (sample) side. For
simplicity, the figure shows the d-line ray (green) as the
primary ray and only the direction of the F-line ray (purple)
to show the chromatic aberration at short wavelengths. The
front group corrects image curvature, axial chromatic, and
spherical aberrations. On the other hand, the rear group is
at a greater distance from the optical axis that the rays pass
through. As shown in Fig. 3, both the front group with posi-
tive power and the rear group with negative power produce
positive lateral chromatic aberration on the image plane. As
shown in Fig. 3, the flint-type optical glass has higher disper-
sion than the crown-type optical glass, so its F-line can be
corrected more efficiently.

FrontGroup Rear Group

Sample

Fig. 3 Power configuration of high-magnification objective lenses

In particular, the immersion medium of oil-immersion
objective lenses has higher dispersion than water or silicone

immersion lenses. Since the chromatic aberration caused by
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the oil is large, the chromatic aberration that must be cor-
rected with the oil immersion objective lens is also large.
High-dispersion optical glass may be used for the flint-type
optical glass with the positive power described above. In this
case, the second-order spectrum of lateral chromatic aberra-
tion is generated as the residue after the first-order spec-
trum of lateral chromatic aberration is corrected. For this
reason, it is desirable to use optical glass with a lower partial
dispersion ratio for the positive lens in the rear group and
optical glass with a higher partial dispersion ratio for the
negative lens. Nikon has a high degree of freedom in select-
ing glass materials because the development of the produc-
tion process of optical glass materials is performed within
the Nikon Group, enabling optical design that corrects for
the axial chromatic aberration and second-order spectrum of
lateral chromatic aberration. The effect of this lateral chro-
matic aberration on image quality and the effect of the

designs are described in the next section.

5 Confocal Laser Scanning Fluorescence
Microscope

This section discusses the effect of the second-order spec-
trum of lateral chromatic aberration on confocal laser scan-
ning fluorescence microscopy. The confocal laser scanning
fluorescence microscope is configured as follows (Fig. 4).

Excitation light from a laser light source passes through
the objective lens and irradiates a fluorescent sample, and
the fluorescence emitted is detected as a signal by the objec-

tive lens. At that moment, the wavelength of the excitation

Pinhole

Tube Lens

Collimator Lens

Laser

Objective Lens

Sample

Fig. 4 Schematic of the confocal laser scanning microscope
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light and the fluorescence wavelength differs by several 10
to several 100 nm due to the Stokes shift. Here, we consider
how the slight chromatic aberration in this wavelength dif-
ference affects image quality.

PSF,.(x) is the Point Spread Function of the excitation
optics of the confocal laser scanning fluorescence micro-
scope, and PSF,,,(x) is Point Spread Function of the fluores-
cence optics. PH(x) is the transmittance distribution repre-
senting the pinhole shape, and the Point Spread Function I
obtained by laser scanning is multiplied by

I = 0(x)*[PSF,(x) - (PSF,,,(x)*PH (x))] 10)

where o(x) is the density distribution of the fluorescent

sample. * is the convolution integral. The effective Point
Spread Function PSF(x) is then defined as follows [5]:

I = 0(x)*PSF 4(x) 11)

PSFx) = [PSF,.(x) - (PSF,,(x)*PH (x))] 12)

Fig. 5 shows the Point Spread Function PSF,.(x) of the
excitation light, PSF,,.(x) of the fluorescence, transmittance
distribution (PH) of the pinhole, effective Point Spread Func-
tion PSF,(x), Point Spread Function of excitation light
PSF,.(x), Point Spread Function of fluorescence PSF,,, (x),
and the effective Point Spread Function of the pinhole
PSF(x). Here, PSF,.(x), PSF,,(x), and PH(x) are normalized

10 1 — psFex
PSFem A
||/ PH
ey | - PSFem * PH f
- —— PSFeff
— |
s 0.6
Z
w
T 04
=
0.2
0.0
-100 -75 =50 =25 0 25 50 75 100
x [a.u.]
10 1/— psFex
- PSFem B
— PH
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- —— PSFeff
=
s 0.6 1
z
wv
g 04
1=
0.2
———e
0.0
-100 -75 =50 -25 0 25 50 IE) 100
x [a.u.]
Fig. 5 Effective Point Spread Function of confocal laser scanning

microscope PSFe
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to be at most 1.

On the other hand, Fig. 5B shows the calculation results
when lateral chromatic aberration occurs. The intensity dis-
tribution of the excitation light PSF..(x) and the fluorescence
PSF,, (x) are shifted horizontally, and the intensity of the
effective Point Spread Function PSF(x) is reduced. As a
result, the confocal laser scanning fluorescence microscope
image appears as shading.

More intuitively, the fluorescent sample excited by the
laser passes through the detection optics, and the signal is
detected through the pinhole, and if the detection optics has
chromatic aberration, the signal intensity is reduced. If the
detection optics has chromatic aberration, the signal inten-

sity is reduced. For axial chromatic aberration, similar

CFI1 Plan Apochromat AD60xQil

7

Confocal laser scanning microscope FOV25 images of CFI
plan apochromat AD60xOil and conventional objective lens
Hela cells: DAPI, 488-Actin, 568-Mitochondria

Fig. 6
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behavior is observed in the optical axis direction.

In the calculations shown in Fig. 5, the effect of lateral
chromatic aberration was not included in the discussion of
the effect of lateral chromatic aberration. However, when off-
axis coma aberration and off-axis asymmetry occur, the
Effective Point Spread Function PSF,(x) decreases, and the
shape of PSF(x) collapses, reducing resolving power. In the
newly developed series of objective lenses, coma and asym-
metric aberrations have been thoroughly eliminated to
obtain sharp images with a little shading to the periphery of
the field of view.

To demonstrate the effect of the developed objective lens,
we compared the developed objective lens with a conven-
tional objective lens in wide-field confocal laser scanning
fluorescence microscopy with an FOV25. All observation
conditions other than the objective lens were the same. In
the conventional product, DAPI-stained cell nuclei are dark
even at the center of the field of view due to axial chromatic
aberration and extremely dark on the periphery of the field
of view due to lateral chromatic aberration.

This shading change from the field of view center to the
periphery does not change even when the laser power is
increased. On the other hand, the CFI plan apochromat 1D
60x, in which axial and lateral chromatic aberrations are cor-
rected, produces sharp and uniform image qualities from the

center of the field of view to the periphery.

6 Wavefront Aberration Optimization
System

This section introduces the manufacturing technology of
microscope objective lenses. Although microscope objective
lenses are designed to be nearly aberration-free, aberrations
occur due to manufacturing errors. Therefore, it is vital to
have a wavefront aberration measurement device that accu-
rately measures the wavefront aberration amount of the
objective lens and an optimization technique that brings it as
close to the designed value as possible.

A microscope observes a collection of point light sources
emitted from a sample as an object. The light emitted from
an ideal point source is converted to a parallel plane wave
through the microscope objective. If the microscope objec-
tive lens has an aberration, it has an error from the ideal
plane wave. This small error is called wavefront aberration
and is used to evaluate the imaging performance of the opti-
cal system. In particular, the Zernike polynomial is an
orthogonal polynomial defined on the unit circle, which is a

good match for optical aberration. Nikon’s wavefront mea-
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surement technology is used in microscope objectives but
also in semiconductor lithography equipment and inter-
changeable camera lenses, making it one of the most impor-
tant technologies supporting imaging technology.

Even if each lens is manufactured with manufacturing
tolerances of a few microns, the generated wavefront aberra-
tion cannot be ignored because the wavelength of light is
several 100 nm. Therefore, the assembly must be optimized
to minimize wavefront aberrations, equivalent to solving the
following problem. For example, it can be expressed as in
Eq. (13). In Eq. (13), the measured wavefront aberration
expressed by the Zernike polynomial is denoted by z, and
the variable x represents the state of the compensator. The
change matrix for the sensitivities is denoted by H. We must
find the optimal solution x of the compensator so that each
Zernike component is zero. Such a calculation can often be
performed using the least-squares method to obtain the

optimal solution [6].

min, |Hx - z||2

13)

Microscope objectives require high aberration perfor-
mance over the entire field of view. More than ten lenses are
used in the same parfocal distance of only 60 mm to correct
axial chromatic aberration over a wide wavelength band.
Therefore, the components of the compensator’s variation
matrix H, which indicates the sensitivity to aberration com-
ponents, are hardly independent. For example, if the compo-
nents of this variation matrix are not independent, compen-
sating for the aberration component zl using one
compensator x1 increases another aberration component z2.
In reality, the compensator has a finite range of motion, and
the compensator has errors. Hence, it cannot be expressed
in a simple expression like Eq. (13) and becomes a more
complex constrained optimization problem. Alternatively, the
complex constrained optimization problem must be solved
and optimized for each objective lens measured by wavefront
aberration. Before the advent of wavefront aberration optimi-
zation systems, microscope lens operators had to be
adjusted by hand. In particular, high magnification, high-NA
objectives have extremely high sensitivity, and spherical and
eccentricity-coma aberrations are required to the resolution
limit. These requirements make the manufacture of these
objectives extremely difficult.

Even before recent Al technology became widely adopted,
Nikon had developed its own optical design software and
continued research and development over many years in the
optimization field along with evaluation calculations for opti-

cal systems.
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We applied our proprietary optimization engine to solve
the complex constrained optimization problem during the
assembly and adjustment of microscope objectives. As the
simulation results of the optimization system, Fig. 7A and
Fig. 7B show the wavefront aberration of the objective lens
before adjustment and after optimization using the wavefront
aberration optimization system, respectively. The wavefront
aberration of the ideal optical system has a flatter shape. In
other words, the optical system is approaching aberration-
free image formation (Fig. 7B).

These wavefront aberration measurement and optimiza-
tion technologies bring each microscope’s objective lens as
close as possible to the optical design value. This manufac-
turing system is the ideal system for manufacturing objective

lenses.
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Fig. 7 Simulation of the wavefront aberration optimization system
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/ Conclusion

The CFI plan apochromat AD series is a microscope
objective lens series that integrates the 1 series and VC
series to achieve NA, WD, flatness, and field of view. This
objective lens series is suitable for the heart of Nikon
microscope systems with high aberration performance in
the wide and peripheral fields of view, which are the essential
features of the Nikon microscope systems, and with chromatic
aberration correction over a wide wavelength band.

Nikon's optical design and manufacturing technologies are
combined to make this objective lens series significantly
contribute to developing scientific and industrial technolo-
gies, including bioimaging.

Though I have taken the lead in writing this article, it
represents the work of many dedicated individuals who have

contributed to this development. I want to take this opportu-
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nity to express my deepest gratitude to them.
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Detailed Analysis of Mitochondria using Al Image

Processing Technology
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Mitochondria, which are one of the major organelles for controlling energy metabolism, have been
extensively studied in the fields of basic and applied research of biology, drug discovery research, and
so on. Mitochondrial studies generally utilize the method of staining with fluorescent molecules while time-
lapse imaging is indispensable for analyzing mitochondrial dynamics. However, in fluorescence
experiments, the excitation of fluorescent molecules may affect mitochondrial activity and morphology
owing to phototoxicity and fluorescence photo bleaching. In addition, owing to the fine structure of
mitochondria, it is necessary to prepare a clear image when performing quantitative analysis. Therefore,
a technique for obtaining clear images which avoids damage to cells and fluorescence photo bleaching
under the conditions of excitation light intensity and short exposure as low as possible is desired.

The NIS-Elements imaging software for microscope, is implemented with an image processing function
using deep learning technology (NIS.ai). In this study, we confirmed the effect of avoiding phototoxicity
in mitochondrial analysis by using the function (Enhance.ai) to generate a clear image from an unclear
image acquired using low excitation light intensity. Furthermore, it was shown that the function for
removing blurred light from outside the focal plane (Clarify.ai) is also useful for the quantitative analysis
of mitochondria. These technologies enable more accurate and detailed mitochondrial dynamics analysis
than before, and are expected to contribute to the elucidation of phenomena.

Key words S+ D04 TR, BEME BISRNE REZFE,

=h3IVRUT

life science, microscopy, image analysis, deep learning, mitochondria

1 Introduction

In the life sciences, digital image processing is commonly
used for specimen images acquired using biological micros-
copy.

Recently, various image processing techniques that use
deep learning technology have been investigated. These
techniques have been proposed to improve the image quality

of the acquired images and are expected to be applied to
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various research fields because these can facilitate imaging
under conditions that are less toxicity to biological speci-
mens. Additionally, these techniques are likely to improve
the efficiency of quantitative analysis.

NIS-Elements is an imaging software for microscope sys-
tems. It provides microscope and camera control, image
processing, analysis, and reporting functions. Nikon imple-
mented NIS.ai modules as image-processing function based

on deep learning technology in NIS-Elements. In this paper,
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we focused on mitochondrial research and introduce several
effective applications of NIS.ai functions along with Enhance.
ai, a function that generates a clear image from a blurred
image taken under conditions that minimize the effects of

staining and other treatments on biological specimens.

2 Importance and Challenges of
Mitochondrial Research

Mitochondria, which are intracellular organelles, play an
important role as sites for producing the energy used by liv-
ing organisms. Accordingly, mitochondrial activity and qual-
ity maintenance mechanisms are implicated in various dis-
eases. Hence, these mechanisms have attracted considerable
attention in areas ranging from basic research to drug dis-
covery and applied research [1].

Time-lapse observation using a microscope enables the
real-time visualization of biological phenomena. Therefore,
microscopic time-lapse imaging is an indispensable tech-
nique for mitochondrial research, where changes in mor-
phology and behavior over time are indices for analysis [2].
However, fluorescence staining is used to visualize mito-
chondria, and a high excitation light intensity and long expo-
sure time are required to obtain clear fluorescence images
for quantitative analysis. In time-lapse imaging, repeated
exposure to excitation light inevitably causes photobleaching
and phototoxicity owing to the production of reactive oxygen
species [3]. This can decrease the accuracy of structure
detection and quantification owing to photobleaching or
damage the cells, which may affect the biological phenom-
ena under observation [4]. By contrast, if the excitation light
intensity is suppressed and the exposure time is shortened
to avoid phototoxicity and photobleaching, obtaining clear
images with a detectable mitochondrial morphology
becomes difficult. Hence, a technique is needed to obtain

clear images under the lowest possible excitation light inten-

Training phase

Acquire training data

Original images
] ||= Train (NIS.ai)

Ground truth

Trained model

Inference phase

Acquire target images

Input images Results images

Process images,
||. analyze, and reports .L
[

Fig. 1 Training and inference workflow using NIS.ai

Infer
(NIS.ai)
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sity and a short exposure time while avoiding damage to

cells and the photobleaching of fluorescence.

3 Al Image-Processing Technology and Time-
lapse Morphological Analysis of Mitochondria

NIS.ai uses convolutional neural networks, a type of deep
learning, and employs supervised learning, which requires
training data. Notably, Enhance.ai can be trained by users.
Specifically, processing with Enhance.ai requires training,
which consists of two phases: a training phase, where a
trained model is further trained using training data prepared
by the user, and an inference phase, where target images are
output from the target data (input image) using the result of
the training (Fig. 1).

The training data is a pair of fluorescence images. One
image has an undesirably low signal/noise ratio (S/N) and a
small difference in fluorescence intensity between the back-
ground and signal regions, whereas the other image has a
high-S/N and is clear. The resulting training model is
applied to the low-S/N fluorescence image, which is pro-
cessed to obtain a high-S/N fluorescence image. The left
fluorescence image in Fig. 2 is a low-S/N fluorescence image
of the labeled mitochondria, which was enhanced by con-
trast adjustment, resulting in a blurred image with significant

noise. When Enhance.ai is applied to the image, a high-S/N

Input

Enhance.ai

Fig. 2 Improved image S/N using Enhance.ai
Input: Low-S/N fluorescence image input to Enhance.ai. Enhance.ai:
Inference results using Enhance.ai. The lower panel shows the
enlarged image of the yellow rectangle in the upper panel. Scale bars
are 10 um.
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High power laser excitation

(a)

Fluorescent

Low power laser excitation

(b)

0 min. 10 min.

Fluorescent
(input)

Enhance.ai

120 min.

120 min. 0 min. 120 min:

Fig. 3 Comparison of mitochondrial morphology under fluorescent excitation and Enhance.ai output
(a-c) Time-lapse images at 0 min (left), 10 min (center), and 120 min (right) acquired every 10 s. Scale bars are 20 um.
(@) Fluorescence image of MitoTracker Red CMXRos (Thermo Fisher Scientific, Waltham, US) excited by a high-power laser.
(b) MitoTracker Red CMXRos fluorescence image excited by a low-power laser, used as input image to Enhance.ai. The image
contrast setting was increased up to 4-times compared to (a).
(c) Output image using Enhance.ai with (b) as input image. Contrast is adjusted with (a). Red arrowheads indicate cells undergoing

division.

(d-f) Magnified images of the yellow rectangle in (a-c), respectively. Scale bars are 20 um.

image, in which individual mitochondria can be observed, is
obtained, as shown in the right image in Fig. 2.

To verify the effects of using Enhance.ai combined with a
low excitation-light intensity for fluorescence to study mito-
chondrial morphology, a confocal microscope was used to
acquire two types of time-lapse images every 10 s for 120
min. High-S/N images were obtained by adjusting the inten-
sity of the laser, which served as the excitation light, and
low-S/N images were obtained by setting the laser intensity
to the minimum. Enhance.ai was applied to the low-S/N
images.

When the laser intensity was set to obtain high-S/N
images, mitochondrial phototoxicity appeared approximately
10 min after the observation started, and fragmentation pro-
gressed to complete destruction after 120 min (Fig. 3(a),
(d)). This is understood to be due to the phototoxic effect of
the excitation light on the mitochondria and their fundamen-
tal cellular function. However, when fluorescence images
were obtained with the laser intensity set to the minimum,

the images were indistinct (Fig. 3(b), (e)), but Enhance.ai
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made individual mitochondria very clear (Fig. 3(c), (f)). No
changes in image quality due to mitochondrial fragmentation
or photobleaching occurred even 120 min after the observa-
tion started. Additionally, cell division progressed during the
120 min of observation (Fig. 3(c), red arrowheads), suggest-
ing that the cells maintained their normal functions.

Next, the changes in mitochondrial morphology over time
were evaluated quantitatively (Fig. 4). For quantitative analy-
sis, the image processing and measurement functions of
NIS-Elements, i.e., General Analysis 3, were used. By using
the images enhanced by Enhance.ai for image analysis,
mitochondrial morphology could be accurately identified and
measured (Fig. 5). As measurement items, we calculated the
total length of mitochondria, within the image field in which
the mitochondrial region was detected, along with the rate of
change in the total length of mitochondria per cell. Addition-
ally, the changes were observed over time. The number of
cells in the field of view was quantified by detecting the cell
nucleus region in the fluorescent image of mitochondria

using the Convert.ai function, which is an NIS.ai functions.
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Mitochondrial
Low S/N image

Enhance.ai Convert.ai
(Fig. 2) (nucleus)
Segment Segment

mitochondrial Nuclear
region region
Measure
Mitochondrial
length

Fig. 4 Flow of mitochondrial analysis using Enhance.ai

Enhance.ai

Region Detection

Fig. 5 Mitochondrial region detection using Enhance.ai output
image
Enhance.ai: Enhance.ai output results. Region detection:

Mitochondrial regions detected using the General Analysis function.
The bottom image is a magnified image of the yellow rectangle in
the upper panel. Scale bars are 20 um.

The results showed that when the laser intensity was high,
mitochondrial morphology began to change approximately
10 min after the observation started, quantitatively indicating
the effect of phototoxicity. By contrast, when the images
were acquired with minimal laser intensity and Enhance.ai
was used, mitochondria length remained constant through-

out the 120 min of observation (Fig. 6).
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Fig. 6 Quantification of changes in mitochondrial morphology over
time
Graph showing the change in total mitochondrial length [um] (top)
and the rate of change of the total mitochondrial length [A.U.] in the
field of view. Enhance.ai was used for the images acquired with low-
power fluorescence excitation (yellow) and high-power fluorescence
excitation (gray). The time interval is 10 s.

These results show that the Enhance.ai function can be
used to avoid the effects of phototoxicity on mitochondria
and to analyze their morphology quantitatively.

Overall, Enhance.ai is an effective tool for assessing mito-
chondrial quality over extended periods of time and for
analyzing the detailed dynamics of mitochondria and related
molecules. We expect it to be used in basic research on

mitochondria and drug discovery.

4 Other Examples of Application of Al
Functions to Mitochondrial Analysis

Clarify.ai, a function of NIS.ai, is an image quality improve-
ment function that removes out-of-focus fluorescence without
training.

Compared to the images captured with a confocal micro-
scope, images acquired with a CMOS camera using a con-
ventional epifluorescence microscope may blur owing to the
leakage of fluorescence from outside the focus. Mitochon-
dria are extended and distributed not only in the XY direc-

tion but also in the Z direction in the cell, which can cause
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Clarify.ai

Fig. 7 Mitochondrial fluorescence image sharpening using Clarify.ai
Input: An image with severe out-of-focus light leakage.

Clarify.ai: Inference results using Clarify.ai. The lower panel shows
the enlarged image of the yellow rectangle in the upper panel. Scale

bars are 20 um.

leakage of fluorescence from outside the focus. When mito-
chondria images containing multiple out-of-focus fluorescent
components are acquired, it is difficult to accurately detect
mitochondria regions through image processing. By input-
ting such images to Clarify.ai, clear, in-focus images can be
obtained (Fig. 7). This makes it possible to detect and quan-
tify mitochondrial regions without using microscopic obser-
vation methods with high Z-resolution, such as confocal
microscopy.

Additionally, NIS.ai has a Segment.ai function that directly
extracts target regions from image input and a Convert.ai
function that can be used to output fluorescent images from
unstained image input.

By training from fluorescent images and hand-drawn
extraction regions, e.g., Segment.ai enables the extraction of
complex morphological structures, such as mitochondria,
without utilizing advanced image analysis techniques (Fig.
8). Additionally, by training Convert.ai with a set of bright-
field images and fluorescence images, it is possible to gener-
ate fluorescence images from bright-field images of label-free
specimens (Fig. 9). Although such digital staining tech-
niques are not suitable for all specimens and target intracel-
lular structures [5], they can reduce phototoxicity and
eliminate toxicity caused by staining reagents in applicable

specimens completely.

Segment.ai

Fig. 8 Detection of mitochondrial regions using Segment.ai
Input: Fluorescence image input to Segment.ai
Segment.ai: Mitochondrial regions detected by Segment.ai.
The lower panel is a magnified image of the yellow square region in
the upper panel. Scale bars are 20 pm.

Input

Fig. 9 Mitochondrial fluorescence images generated from
transmitted-light images using Convert.ai

Input: Transmitted bright-field image input to Convert.ai. Convert.ai:

Mitochondrial fluorescence image generated by Convert.ai. Ground

truth: Ground truth fluorescence image. The lower panel is a

magnified image of the yellow rectangle in the upper panel. Scale bars

are 20 um.

5 Overview of Materials

The cells, microscopes, and NIS.ai functions used in the

experiments described above are summarized in Table 1.
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Table 1 Summary of experimental materials

Fig. 2, 3 Fig. 7 Fig. 8 Fig. 9
Cell Hela cells
Microscope Eclipse Ti2-E
Image Confocal Epifluores- Confocal Confocal
acquisition microscopy cence microscopy | microscopy
(AIR) microscopy (AIR) (AIR)
(CMOS)
Objective 60x 100x 20x 20x
magnification
NIS.ai Enhance.ai Clarify.ai Segment.ai Convert.ai
Iterations 1000 Without 1000 1000
training
Input Fluorescence | Fluorescence | Fluorescence | Bright-field
Output Fluorescence | Fluorescence Detected Fluorescence
region

6 Conclusion

NIS.ai enables high-S/N images to be obtained without
strong excitation light irradiation or long exposures. This
simplifies performing time-lapse observations and analyses,
which would have been difficult using traditional methods
over short intervals or extended periods of time. In addition
to the example of mitochondria, we expect this technique to
be applied to research that requires capturing high-speed
phenomena, such as intracellular vesicular transport [6], [7].
Furthermore, as this system can remove light blur from the
area beyond the focus area, a problem that has hindered the

detection of fine structures, we expect it to help improve the
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efficiency of the analysis.
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References

J. Nunnari and A. Suomalainen, “Mitochondria: in sickness
and in health,” Cell, vol. 148, pp. 1145-1159, 2012.

K. Mehta, L. A. Chacko, M. K. Chug, S. J. Jhunjhunwala,
and V. Ananthanarayanan, “Association of mitochondria
with microtubules inhibits mitochondrial fision by preclud-
ing assembly of the fission protein Dnml,” . Biol. Chem.,
vol. 294, no. 10, pp. 3385-3396, 2019.

P. P. Laissue, R. A. Alghamdi, P. Tomancak, E. G. Reynaud,
and H. Shroff, “Assessing phototoxicity in live fluores-
cence imaging,” Nature methods, vol. 14, no. 7, pp. 657-
661, 2017.

M. M. Knight, S. R. Roberts, D. A. Lee, and D. L. Bader,
“Live cell imaging using confocal microscopy inducing
intracellular calcium transients and cell death,” Am. J.
Physiol. Cell Physiol., vol. 284, pp. 1083-1089, 2003.

C. Ounkomol, S. Seshamani, M. M. Maleclar, F. Collman,
and G. R. Johnson, “Label-free prediction of three-dimen-
sional fluorescence images from transmitted-light micros-
copy,” Nature methods, vol. 15, pp. 917-920, 2018.

T. Tojima, Y. Suda, M. Ishii, K. Kurokawa, and A. Nakano,
“Spatiotemporal dissection of the trans-Goldi network in
budding yeast,” J. of Cell Science, vol. 132, no. 15, jcs231159,
2019.

M. Rosendale and D. Perrais, “Imaging in focus: Imaging
the dynamics of endocytosis,” Int. J. of Biochem. and Cell
Biol., vol. 93, pp. 41-45, 2017.

e El Shunsuke TAKEI
NIVA T T R BATCRE B & A 7 A BFET
System Development Department

Technology Solution Sector

Healthcare Business Unit



FRFER

Research and

Development

Reports




Nikon Research Report Vol.4 2022

FREBRAHAY —EVEREDEANDRE
ULy FIRFAE, ZOL—5 -1
[C&BU Ty MEBESTHT
AAMEZ, RS KBS, Peter A. Leitl, Andreas Flanschger, Stefan Schreck,
Richard Benauer, Simon Pramstrahler, Andreas Marn

Numerical and Experimental Investigation of Laser
Processed Riblets on Turbine Exit Guide Vanes of Gas
Turbine Test Rig and the Impact on the Performance
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UTLw b, RAEBOREICERT SN APROBE TRIRITE 2 ICBIC K AR EDOI RN Z ER T
ZTEPHSNTNS. BEDHEBAARY -V ZRUCEBRIHIKICBNWT, 9—-EVHOERRE (TEGV) D&
FEEICUT LY bZEIEUSZEDEEY wake DIERZRARTICK UKD, RENZLEERITUY bTH1 V%
BHUR., ERICHRTU—RTHIHEOZANRCEZL—F—NTTT PV EREICBRLIEU T LY hEERL,
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F—NTEEECEZR TV Y NI TEDDT, RBAARI—LYDLIBERREECHUT LY hEBATE,
REWEO LRECHFSITBIENTES.

The reduction of pressure loss and wake in a low-pressure turbine test rig containing turbine exit guide
vanes (TEGVs) with laser-processed riblet surface were numerically and experimentally investigated.
Riblets are streamwise grooved surfaces which reduce the viscous drag in a turbulent boundary layer,
similar to shark-skin. An optimized riblet design was calculated by computational fluid dynamics (CFD),
and the designed riblets were laser-processed directly onto the suction side of steel TEGVs. The TEGVs
with and without riblets were installed on the test rig, and the effect of the riblets on the flow were
measured. Pressure loss around the TEGVs was reduced by 6.3%. This result shows the benefit of laser-
processed riblets directly fabricated on 3-dimensionally curved parts, such as gas turbine blades, which
operate at high temperature.

Key words UZLvw b, U—U—IT, AT, tIMEEER B

riblet, laser processing, CFD, drag reduction, power generation efficiency
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Fig. 3 Experimental turbine test-rig facility of STTF-AAAI
and its TEGV section.
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Fig. 4 Scheme of riblet design process and correlation
between simulation and experiment.
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Fig. 6 Assumed riblet cross-
section in CFD.

Fig. 5 CFD domain.

TEGV #o0 &Ko 5 bR E25.3% % o THY,
DIBLY T Ly b EHEHT B HREHIEI2.4%TH 5.

3.3. R—=ZA T4 Vf#M
TAAT B X OVFM D534 #7113 Fig. 7 © X 5 12 TEGV #4:
JAD1/1512H 7256 —~ XM OB ME ORI TET.
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23

front view

Fig. 7 Display of distribution of physical quantities by a
single section of TEGVs. TE is a trailing edge of
TEGV.
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Fig. 8 Comparison of the past experiment and the baseline
simulation results without riblets by unsteady-state
LES (MM) and steady-state RANS (MPM).
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DEESTIAGNZ DT EH RANS O 13 M 2 J2 Il & 4
R E LTSRN O N 7B, o3 —MAid
BE O (Fig. 5 OKH) 2 )i o & 21k E

*I Large-Eddy Simulation.
* Reynolds-Averaged Navier-Stokes.
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Fig. 9 Validity of the steady-state RANS (MPM) simulation

(solid lines) compared to the past experiment (dot-
ted lines).
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Fig. 10 Comparison of the simulation results without and
with riblets by steady-state RANS (MPM).
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EXEER

Fig. 12 Riblet design (suction side) obtained by CFD.
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Fig. 13 Laser processing on the surface of TEGV using a
development tool with green pulsed laser beam.

Fig. 14 (left) TEGV (suction side) with lasered riblet.
(right) A microscopic profile of lasered riblet
sample.
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5.

5 =nwid
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W4 5), BIEHE 6.81kg/s T, LA J IV AEIIHM4ITT
H5b.

WO 5 L7 2 — 712 & 5 TEGV B8R DT 77,
TS, FAENEB X Uiz 70— 712X 5 TEGV #% OIS
LRHEDMWETIT-72. Fig. 15 & Fig. 16 I254L7a—7
Likig 7 — 7 ORLE %, Table 1 12570 — 7 & %7
O — 7 OWEAENE ZIRT.
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‘‘‘‘‘

TE probe
rear view

Fig. 16 Configuration of the trailing-edge probe.

Table 1 Measurement uncertainties of the five-hole probe

(left) and the trailing-edge probe (right).

Uncertainty,
+

Uncertainty,

Flow variable Flow variable

Mach number 0.002 Pressure total 28 [Pa]
S total 35 [Pa] static 28 [Pa]
static 63 [Pa] Velocity |absolute| 0.60 [m/s]
total 60 [K]
Temperature -
static 80 [K]
pitch 0.70 [deg]
Flow:angle yaw 0.70 [deg]
absolute 0.90 [m/s]
Velocity axial 0.90 [m/s]
radial 0.90 [m/s]
circumferential | 0.90 [m/s]

5.2. 5470 — 7 &k BN

TEGV #5i o Plane C 33 X 0" TEGV £B# @ Plane D |25
FAEFEEHRNDIT —MIZOWTHT I EYoETa 7 7
A NVOMERF% Fig. 1712R8F. V7 Ly PHDKH
TEGV #ui TEHEAMET, TEGV#H#BETEENER L2
EDS, FEMEK L2 0ol 72, YT Ly
MO As TEGY #aife & b o I — AL aITEDN
TWB I EWndrotz. T2, RILEBNOSAIZET 5
V7 Ly MEEOERNSIE, )7Ly MZE o Tk
WSS Y, RIS ) A4 FE2s R L= 2
LD 7.

5.3. #B 70— 7 X %5 Wake i

Bk 7u—71%, I oRMEICB W RGBT S
VRV EIY, wake DIEZFHEiCTX 5. Fig. 18 121%
m7O— 72X B50% AN TORF T HFETT T 7 4V

DWEREEZRT. VT Ly MDD wake DIEAKAT
HEEBIZ, X)) TEGV ORICH -2 E 45 EA%

Mo rz. MOBEEIZ BT b AR Z N2 E S h7z.
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Fig. 18 Difference in velocity profile (wake) between with-
out riblets and with riblets measured by trailing-
edge probe.
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Riblets no Riblet
more speed less speed

- # Wake without Riblets

without riblets with riblets
Yaw angle

Fig. 19 Schematic concept of assumed effect on the flow
velocity and direction by riblets on SS (suction
side).

Table 2 Reduction of pressure loss between Plane C
(before TEGV) and Plane D (after TEGV) by
riblet: (top) Area-weighted, (bottom) Mass-
weighted.

reduction of

Total pressure loss AP
pressure loss

(PlaneC —PlaneD) [Pa]

without riblets 677.1 ref
with riblets 634.2 -6.3% ‘

without riblets 640.8 ref 1
with riblets 595.1 71%V
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fRlRifEi s, Peter A. Leitl, Andreas Flanschger, Stefan Schreck, Richard Benauer

Numerical and Experimental Investigation of Laser
Processed Riblets on Ultra-small Jet Engines and the
Impact on the Performance

Shinya INASAKI, Peter A. LEITL, Andreas FLANSCHGER, Stefan SCHRECK and Richard BENAUER

ULy hER, BREFRBICSITDIMEHERZERT 2, TAPNRORGEOEER CHD. BT Ty hIVIY
DIVTUvY—, FqTa—Y— I-—EVITU—RICUTUY MEERL, TVIVMREDR FZRBIICHEL
le. &Y, IVIVDIRTETIVERVCHERGNZ (CFD) (L&Y, TrIVHEEEALEICRERYTL Y b
AVZHEHL, TOMEEEEEI Y Y VLTI .8I%ELZETALL. BHULUT LY YAV, BEOL—
F—NLICK>TTHA UV ERECEBIRT DR IICIVIVERICER U, COBRELIYIYVICHIHAY, TVIY
MREESRAIL, U—Y—NTISNcU Ty MEIIVI VI M4%[A LS EDOBRDESN. TR, &
B BROEGT2BRICLU—F—NTU Ty hEERL, §J—REmMOMEREZR ES BIctRIIDERRNEIL LS.

Riblets are streamwise grooved surfaces which reduce the viscous drag in a turbulent boundary layer,
similar to shark skin. We experimentally confirmed improved engine performance by forming riblets on
the compressor, diffuser, and turbine blades of an ultra-small jet engine. The optimum riblet design was
calculated by computational fluid dynamics (CFD) using a 3D model of the engine, and the improvement
was predicted to be 1.81% in engine thrust. The calculated riblet design was formed on the actual parts
by laser ablation. It was experimentally confirmed that the laser processed riblets improved engine thrust
by 1.44%. This work is the world’s first experimental demonstration of improved turbomachinery
performance through the application of laser processed riblets on parts exposed to high temperatures
and rotating at high speed.

Key words @3/ #ivtw hIVYY, OV FUvY—, FrTa—t— -, #h % UTLwv b, U—H—T, EEEREE, FHEn
ultra-small jet engine, compressors, diffuser, turbine, thrust, efficiency, riblet, laser processing, drag reduction, CFD
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Fig. 2 Ultra-small Jet engine evaluation bench overview




Numerical and Experimental Investigation of Laser Processed Riblets on Ultra-small Jet Engines and the Impact on the Performance

F2ARDOMNFESY vy —THEZN TS, =T YN
R - EEHIERE, WMARKORE, 2> 7Ly dh—1%
DOIREE - Ty, BRBESENIREE, 7 — )V 3 — ¥ % 5Hl
LTBY, TV vNRICEL Y ERELTWS. J4R
BRESERIRIE, WEE, WE, AEXEFERANTERIL v
5. THHOFHIZHITRT 1207 = a i —I1HH L
F 7)Y TR0 T ARG L TV 5.

3 mimmm

3.1 T OB

V7 Ly MEENB L ORER TN AT (CFD) 12 &
D7z, Fig. 312Y 7Ly hikEt 7 ot 2 O 2R §
¥, ENEHMiE ) L= a YRR RS, £TOW
RERICY 7Ly FOENR— R T A VEH % moving
mesh (MM) (X %JE%EH LES (Large-Eddy Simulation)
TATV, K\ T mixing plane model (MPM) 2 X % &%
RANS (Reynolds-Averaged Navier-Stokes) & ik L CTZ 4
WEERL. VTV y MEARITE, V7L Y oM
NETIRAKIZE T MALE S, @ 7 0 % IRaE wlaT i
Lo THREICH 2 B a RO R%E, EH RANS 12
BUBEEREEE LTH 252 ETY 7Ly bEHEBIL
7. V7 Ly MO ERETFINE, & RANS O
PHNTIT - 72,

Prior evaluation
without riblets

experiment

ithout riblets
without riblets

RANS/MPM

CFD
with riblets
RANS/MPM

experiment
with riblets

turbulence model

Fig. 3 Scheme of riblet design process and correlation
between simulation and experiment

3.2, M SAE

RN A v ¥ 2138995007 TH A, ) 7 Ly METHIEIRIZ
Fig. 4 127”9 & 9 iR 8 % O BEEIPUK IR RN 2 Fio =
fIEROY 7Ly bEREL, V7 Ly bo@EMETIED
STV H—, T4 Ta—%— F—UEVHE BLIUY-—
CoO7Iy v 7x—2,L, 3FWmEDITT 2T N
WWE RS E L7,

Fig. 4 Assumed riblet cross-section in CFD

IV Y v OMEERSAE, FREFG OB SE,  FERR S
WRILTH Y, [\llEH 80,624 rpm, FBEEIIIFMMETiAE L
THvy, Bk E LIRS AE @ Sutherland HIZHED & L7-.

43

ETNUNO EELMBTGHE, =Y Y ERKRAR
0.21853 kg/s, [F 4x i 299.45 K, [f] 42 £ 1018.10 hPa,
5 — ¥ VEEAOD Gas it AR 0.22368 kg/s, A4 985.4
K, R AMESL . 54°, =¥ Y BI04 299.45 K,
[f4H 1018.10 hPa & L 7-.

3.3. R—=A 54 VI

HIE DIRNT St % F 72 IR LES 25, FZIIAE R & —3
LTWABIEMERLE. T4 7 2—F—HoiiEd, 5
382.15K, Y32l —33r377.8KthoThh, B
C—=FHLTWwb. £, ¥ -V HBOBEEIIOVWTY, &
HOFHME 912.66 K L 5HllNT D & 13,19 K OFEPHIC ¥
Ial—vaylHESMALTEY, THE5RE—HLT
Wh, INHDTERL, FEMRFREIEEH LESIZRL —
FLTWBESE 5.

W2, FEEH LES &2 RANS O BA— T % 2R
L7248 % Fig. 5 I2RT. Ty Y874+ =<V ATHRA
16 %07, ZENMERRTRAN 3 BDOESHTWEDS, &
e LTIRREL LTS, &% RANSHEIZ) 7L vy
MELONR=ZF54 2 LTEZUTH .

LEs/ RANS /
MM

MPM Delta
Power Compressor (k] 17752 16,673 -6.07%
Power Turbine (kW] 18.777 18318 -244%
BC Efficiency [%] 94.8 97.8 +3.16%
Mass flow rate 5[kg/s] 0.22368 0.22368 |
Thrust [N] 5692 58.79 +3.28%
Total temperature 2 (K] 377.86 374.78 -0.82%
Total temperature 5 [K] 917.25 915.99 -014%
Total pressure 2 [Pa] 185186 179469 -3.00%
Total pressure 3 [Pa] 175608 175569 -002%
Na (%] 710 69.7 -182%
L] 734 751 +233%

Fig. 5 Baseline simulation
unsteady LES (MM) and steady RANS (MPM)

results without riblets by

34. Y7Ly MR#SHEE YT LY ORI TN

Fig. 6 ICCFD 2 & > TEH SN2 7L v Mg ~HEo
aVF—FRY. VI —@ZENITL Y FEYFAEL,
HFHRY T Ly My F %,

ATy =T Ta—HF—DY T Ly FEyFi
10~100 pm FET, 15~30 yum D ¥ » F AP0 EE2 5o
5. TL—FROGi e LTI, HEEOR Ty VAT
DY) T Ly by FARNEIND D S.

y—¥Yr oY7Ly My FIiE, 35~120 um BETH
. BB QERET, BRBEER) 1& 40~60 pm D v F5%
PR LEE L5, B (BER, T-va— ) &
TV = FRIECIEVWE y FRLL 5/ LTEBY, 45~
120 pm FETIIFE -G/ LT b

N0 7Ly bE#EHLBoOL Y Y U EREOUEE
1%, JHHERL 80,624 rpm, T Y VREEALDOLMLEIIB W
T, 3EmED Y T Ly bEMLG LIS, HEA1.81%
s, PREEE R IISIESLEL Lo Tl 25



Nikon Research Report Vol.4 2022

Diffuser

Compressor

i

Pressure side

I

Suction side

Turbine
Fig. 6 Riblet design obtained by CFD

4 voLvyroL—y—iT

4.1. V== T.OME

V7 Ly FOIMLIZE L= =77 L= a3 VI LoOMH
BREH W, oK% Fig. 7187, 2oL —%—
A%, P8R 532nm Gekfa), 7SV AWEK 15 ps, A
MR LR 4 MHz, K 50 W Q5 OV A L —H—
RO, L—¥ Gy FiZErh, AN 3
FS—IlXoTHPLTAF Y Y ERE, L—YF—NizfoL
YR K o THEDMEIHE S NS A%, El LKW

AT — I X o CTFED XYZ B ICEEy ¢ &, F/2T
LW 2 WO A 7 — ¥ L CHTEO LS E RT3,
L—F—HBEN L R WoRmET7T 7L — 3 vitk

DERFEIN, IREHEHBHICAFYy > THZETY T LY
M DOEPTILEND.
e object
- Z-axis il stage
laser

Fig. 7 Overview of riblet processing machine

ATl X72CFD 2 X %Y 7L v Mgwi~fa BFEIZ
BT A0, i/ —FZTEDY 7Ly bOEyF LT
M OTERD SR o721 TLy OIS ZAEAR L.
ZHIZEY, —BTRWY 7Ly Ny FREOFNT,
3UWICIIZEHR S NI - 22l RI2Y 7Ly M &

44

TS 5.

42. Y7Ly FOMLREE

Iy Ty H—, T4 Ta—W— F—ErD
3 7Ly bOL—¥—INT.%& i L72. CFD &
AR, 3R & b Il L CEMIMIO ¥ 25 7 FEBIZR
mrcds.

I 7Ly H =7 L — FOAFEHE FFERO—E &
THO—HIZM T %2475 72. Fig. 812U 7L v oL
AROAY T yH—%Ry. R-BoOBOiRKE VT
Ly by FOEICI Y THS. 7L — FTlddtl
DY Ty bFHAL VY RBHLTWS 20, FHRELT,
FTRTOT L — FTH BRI frNL TS, 3Ty
=T VU= FEBEWHPHEELTED, L—F—R4T
EHWEGEH LD, T TV —F M DR E L
BRY EVERBICI L2757, 2 v 7Ly b — 0% 5
x50 7Ly oM LHERIZF50.3% Th b, B,
Aiffio> CED I X BTG Flm1.81% &, L adhn -1
FIC) 7Ly bS5 LG0T E LTV D.

Fig. 8 Compressor with lasered riblet

T4 7 2 =W — X5 PTA B LGNNI T %47 >
72, Fg. 912U 7Ly hONILFEADT 4 7 2 —HF—%RT.
RSB DIRIRIZ) 7Ly Py FOEICE 2D DTH
0, W UBERPFRBNICHIAN TV, T4 72— =D
FTHRIZW L OIS B RIL, T YV VRLAETHO A VR
THEY, TORAVIIZIZ) 7Ly bOMLIEFT> Tho.

F—v i, 7L—FoEM QEER), HM (BLn)
OWMEE, 79y b7+ =AM L%4T-72. Fig. 1012V
TLy POMTE®RY — VY E2RT. RRIERE D S &
IR ZTWED, BHOAY HIZE vy FoEfbe B —
HLTBY, TNARZTVWIHDEEZLNDL. Fi 23
mERZHNRLEZDE, MEPRRLIOEEZLNS
(A 2 EBEE TV I R4, - idf vatn).



Numerical and Experimental Investigation of Laser Processed Riblets on Ultra-small Jet Engines and the Impact on the Performance

Fig. 10 Turbine with lasered riblet
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Forming riblets on the surface of a compressor blade or turbine blade can improve a gas turbine’s
performance, but there is concern about detrimental effects on mechanical strength characteristics. We
conducted strength tests on a material with riblets formed on the surface by laser ablation. No effect on
tensile and creep properties was seen, but fatigue strength was decreased by riblet processing. To
prevent fatigue strength reduction, we examined a method that combines coating and riblet processing.
We evaluated samples prepared with either an aluminum-based corrosion-resistant coating or a TiAIN-
based hard coating, and experimentally confirmed that the effect on fatigue strength can be reduced. It
is proposed that selecting an appropriate coating, optimizing the coating method, and optimizing the
process of riblet formation can yield performance improvements without sacrificing tensile, creep, or

fatigue strength.
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(a) Before (b) After

Fig. 6 Metallographic observation of SUS630 stainless steel
before and after riblet processing
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As three-dimensional user interfaces become more popular, quick and reliable aerial selection and
manipulation are desired. We evaluated a virtual curved display (interactive surface) with controllable
curvature based on raycasting. The user operates the surface by pointing using a head-mounted display
and grip-type controller. We investigated the operation speed and accuracy of curved interactive surfaces
under various presentation conditions. To investigate the users’ operation ability for different curved
conditions, we experimented with multiple surface curvature radii, including completely flat conditions.
The experimental results showed that varying the curvature of the display improved the pointing accuracy
by 28% and the speed by 15% over the flat surface in the most effective cases. By utilizing the analysis
results, we designed and implemented an immersive photo browser in which photos are placed on a
curved surface. These findings can be applied to curved interactive surfaces with mid-air pointing for
generic two-dimensional-style applications.

Key words {R18%2@, 4 V9505747 - =D« R, REF«RATA, ZBRRA VT4V, UAFv AN, BEISOH
virtual reality, interactive surface, virtual display, mid-air pointing, raycasting, photo browser

7 Introduction

Displays in a virtual environment (VE) provide a fully pro-
grammable workspace without the need for large physical
spaces. The advantage of such virtual workspaces is that
they allow us to adopt findings regarding operational effi-
ciency from physical large screen display design [4]. Large
workspaces display a large amount of information, however

manipulation through the pointing interface is difficult. One

of the solutions to these problems is to design a curved
workspace [1], [2].

Although such large displays are difficult to operate, the
raycasting technique can be used to interact with objects in
a virtual world, which is advantageous compared to pointing
in the real world [3], [6]. Therefore, we compared the oper-
ational efficiencies of flat and curved surfaces assuming that
raycasting was used in VEs.

In this study, we evaluated curved virtual interactive sur-

™ This paper is based on [5] and includes a new section for an application of the proposed method.
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faces and investigated the effects of curvature, size, and
presentation distance on operational efficiency. The opera-
tion was performed using ray casting to point away from the
user. The design parameters were analyzed based on Fitts’
law, which accounts for the amount of ray travel.

The remainder of this paper is organized as follows. First,
we present a theoretical analysis of the operation time for flat
and curved surfaces. Next, we describe experiments to
evaluate the operational efficiency of the interactive surface
with respect to pointing and clicking on position and size.
We then introduce our implementation of an immersive
photo browser based on the results of the experiments.

Finally, we conclude this paper.

2 Operation Time Analysis by Fitts’s Law

Shupp investigated the curvature of a real large display
and found that users could operate it 30% faster than flat
displays [4]. In a virtual world, a display shape can be
designed without any physical restrictions.

We compared the operational efficiencies of flat and
curved surfaces. We conducted a theoretical analysis of the
time required to point to the leftmost and rightmost selective
targets using Fitts's law: T = a + blog:(1+ D/W). For the
analysis of pointing via raycasting, the ray is controlled by
changing the angle of the hand. Thus, we used W and D as
the values converted into angles. Let 77 and T be the times
required to point to the edge targets on a flat panel and
curved panel, respectively. Fig. 1(a) and (b) show the sche-
matics of flat and curved surfaces and the operations based
on the assumption of one-dimensional movements. If we
assume a = 0, the speedup of a curved surface can be
expressed as

S* = (T"-T9/T = 1-log (1 + D/W)/log (1 + D/W).

width = td

> e s=width/N

wi bf

observer observer

T we

(a) Flat Surface (b) Curved Surface (a half cylinder)

Fig. 1 Models for Interactive Surfaces. The user’s operation angle
is controlled by the curvature radius of the virtual surface.

3 Experiment

To evaluate the suitability of different shapes for an
immersive interactive surface, we conducted within-subject
experiments to investigate the effects of display size and

curvature radius on the selection of a grid of visual objects.

The participants were required to perform pointing tasks
in a virtual space, as shown in Fig. 2. A virtual interactive
surface with a grid was shown to each participant at a time
(Fig. 3). The shape of the surface is defined by a combina-
tion of several parameters (Fig. 4). The grid had the same
pitch in both the horizontal and vertical directions. The
width was calculated from the height such that the aspect
ratio tended to be 16:9. We employed grids of different sizes
to vary the pointing difficulty.

The surfaces have the same arc length (corresponding to
the width w of a flat surface) for different curvature radii 7.
when the height is fixed. The viewing distance was also var-
ied (Fig. 4(a)). To investigate the percentage of correct
responses and the operation time for the user’s average
operation angle, the length of the presentation distance was
varied to be longer and shorter than the minimum radius of
curvature.

The participant sat on a chair, put on an Oculus Rift S, and
held two Oculus Touch controllers, as shown in Fig. 2(b).
The software for this experiment was implemented in Unity.
Stimuli were provided to the participants as colored squares
for each surface condition. Eight healthy adults (age, 38 +
10 years; gender, male) participated in the experiment.

The number of surface conditions is 90 (3 X5 x 2 x 3). A
surface was chosen in order from the combination table of
the four attributes. Because the first factors vary the fastest
(refer to Fig. 4(c)) in the combination table and flat condi-
tions scatter in the surface sequence, a counterbalance on
the factor of curvature radius was achieved. The stimuli

were provided as defined in each experiment. We measured

(@ (b)
Fig. 2 Interactive Surface: (a) Concept (b) Photograph of Experi-
mental Setting.

(@
Fig. 3 Participant’s Perspective of Marginal Areas on the Interactive
Surface: (a) Flat screen (b) Curved screen. The green target

is the selective target.
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(@) Curvature Radius and Distance (b) 2D Configuration Width _=
flat = ‘ g
r=30 7m g i5
r=20 oA = iE
r=16 12m P———— L Z
r=12 -B (c) Attributes Num of Sq. (w)
20m Attribute Possible Values

1 Distance of viewpoint [m] A=7,B=12, C=20

-C 2 | Curvature radius [m] 12, 16, 20, 30, flat

3 Width x height [m] 35 x 20, 53 x 30

4 Grid number [num of sq.] 5x%x3,13x7,27 x 15

Fig. 4 Surface Conditions for Experiments. (a) Curvature radii and
distance are presented in all combinations. (b) The number
of squares, width, and height vary as shown in the table (c).

the time from the appearance of the stimulus until the par-
ticipant pressed the trigger button. If a participant pressed
the trigger button while aiming the ray at a wrong square,

we counted it as an error.

3.1. Experiment 1: Target Pointing without Search

The target squares repeatedly appeared at three fixed
locations (left end, right end, and center as a reset position)
of the center row. In this experiment, we measured the basic
sensorimotor response for raycasting on a virtual surface.
There were 540 trials (90 surface conditions X 6 stimuli with-
out centers) for each participant.

Fig. 5 shows the plots of the percentage of correct
answers vs. curvature radius (r), and Table 2 shows the
error ratios of Experiment 1. The larger the radius of the
curvature, the larger the error ratio. For small squares (27 X
15 grid), the worst percentage of correct answers was 70%
when the flat surface was operated from viewpoint A. This
percentage could be improved to 98% using curved condi-
tions (r = 12 or 16), which was an improvement of 28%. One
reason for this is that the squares contain large perspective

distortions in the edges when a flat screen is used (Fig. 3).

'o\?o '0\?0 'O\TO
E'-" o z'-" z'-”

o, o, o,

8 8 8

S S =
<o n <o <o

& |0 5x3 grid & |0 5x3 grid & |0 5x3 grid
8(0 © 13x7 grid 8«: © 13x7 grid 8(0 > 13x7 grid

2 & 27x15 grid 8 & 27x15 grid 2 A 27x15 grid

12 16 20 30 flat 12 16 20 30 flat 12 16 20 30 flat
Curvature Radius Curvature Radius Curvature Radius

(a) Viewpoint A (d =7 m) (b) Viewpoint B (d =12 m) (c) Viewpoint C (d = 20 m)
Fig. 5 Percentage of Correct Answers in Experiment 1

Table 1 Speedup by Curved Surface (27 x 15 grid)

Viewnoint Time by Curved | Time by Flat Speedup Speedup
P Surface [sec] Surface [sec] | Measured [%] | Predicted [%]
A 1.05+0.24 (r=20) | 1.20+0.47 12.8* 33.6
B 0.95+0.18 (r = 16) | 1.00 +0.30 4.9 237
c 0.87 +0.20 (r = 16) | 1.02 +0.46 14.6* 14.0

a =+ b denotes that a is a mean and b is a standard deviation.
*denotes that it is significant at 5% level of significance by T-test.

Table 2 Average Error Ratios Obtained in Experiments 1 and 2 [%]

r=12 | r=16 | r=20 | r=30 flat

Experiment 1 (without Search) 1.2 1.8 2.3 4.3 8.2
Experiment 2 (with Search) 3.7 5.0 5.1 55 5.7

For the response time, the curvature radii of the shortest
operation time were 20 (A), 16 (B), and 16 (C) for the small-
est target size. We summarize the speedup from the flat
surface along with the predicted speedup obtained by Fitts's
law (S*.) in Table 1. Using a t-test, we confirmed that curved
surfaces enable speedup in pointing operations. Fitts’ law
fitted well with the measured data from viewpoint C.
Although the learning effect was included in the result by
repeated actions, it is considered that the effect occurred on
all factors equally, and we can regard the observed tendency

as reliable.

3.2. Experiment 2: Target Pointing with Search

This experiment incorporates a target-seeking factor in
addition to Experiment 1 to prevent the user from remem-
bering the location of the target. For each surface condition,
participants had to point to three targets. A target appeared
in a position from a position sequence at a time, generated
randomly for each surface condition, and was common
among all participants. There were 270 trials (90 surface
conditions x 3 stimuli) for each participant. No reset was
given in this experiment.

Table 2 lists the average error ratios in Experiment 2. The
larger the radius of curvature, the larger the error ratio. This
trend is consistent with that observed in Experiment 1.

As for the response time, the observed trends were differ-
ent from those observed in Experiment 1. Although we omit-
ted the details here, the flat condition was the fastest. There
are two possible reasons: (a) the effect of seeking time for
out-of-sight targets is large, and (b) difficulty varies between
factors because each position sequence is generated ran-
domly and short. In the next step, we need to improve the

experiments carefully to address these issues.

4 Application: Immersive Photo Browser

The number of photos has been astronomically increasing
with the introduction of modern technologies such as mobile
devices, cloud photo storage, and high-speed continuous
shooting. It is extremely difficult to search for and view pho-
tos because of this increase. Virtual reality (VR) can address
this issue by providing portable large-screen environments.

Based on the evaluation experiment in the previous sec-
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tion, we designed and implemented a prototype immersive
photo browser. It is a suitable application for curved raycast-
ing-based interactive surfaces because it provides a large
display with quick and accurate operations.

We developed this application using Unity 2018. The users
experienced this VR application using Oculus Rift S as the
display and two Oculus Touch controllers as the gesture
controllers. Representative features are described in this sec-

tion.

4.1. Thumbnail Wall

A thumbnail wall is the basis of an immersive photo
browser and is used to view a large number of photos simul-
taneously. We designed and employed a curved surface for
the thumbnail wall based on the evaluation experiment
described in Section 3. Users select photos of the thumbnail
wall for various operations.

Fig. 6 shows an example of a thumbnail wall. Thumbnails
at the edge of the wall can be observed to be of sufficient
size because they include less perspective distortion with the
advantage of a curved surface.

Users can move anywhere in this VE. Continuous naviga-
tion (i.e., a user continuously moving in a space) is intuitive,
but it easily induces VR sickness. Continuous zooming
operations, which are popular in smartphones, also induce
VR sickness when used in VR environments.

Therefore, warp-type navigation (i.e., a user moving to a
location in a discontinuous manner) should be the primary
navigation method coupled with continuous navigation to
smoothly adjust the viewpoint of the user.

In the warp-type navigation of an immersive photo
browser, users can move to the front of a specified photo by
pointing and pressing buttons with the right Oculus Touch
controller. Fig. 7 illustrates the scene after moving to the
front of the specified photo. For continuous navigation, users

can move freely using the left Oculus Touch controller.

Fig. 6 Thumbnail Wall: A total of 1500 photos can be arranged on
a wall. A user can view the whole wall naturally as they turn

their head.

- :
s d Nas

Fig. 7 View after Warping to the Front of a Selected Photo. Green
lines show a selection and the cyan line is a ray extended
from the user’s hand.

- o
Fig. 8 Photo Panel. Photos can be looked at closely in the immer-
sive environment. A user can move photos freely and com-
pare them in the space.

of another user can be seen from the viewpoint of the user.

Fig. 10 Virtual Gallery in the Immersive Photo Browser. The pho-
tos were selected by pointing to the thumbnail wall and the
layout can be adjusted freely.
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4.2. Other Features

By pointing at a photo on the thumbnail wall and pressing
the trigger button, users can closely view the photo (Fig. 8).
Users can quickly move and resize a photo using an Oculus
Touch controller.

Fig. 9 shows a scene in which a user collaborates with
another user. This collaboration facility is useful in photo-
related workflows, such as photo selection for magazine
editing, photo galleries, and lectures. Users can also com-
municate using text chatting and voice chats.

Users can locate photos anywhere they desire to hold
personal exhibitions in a virtual gallery (Fig. 10). In addi-
tion, users can invite their friends to this gallery.

Among all these features, pointing operations on a thumb-
nail wall are crucial and a curved interactive surface is con-

sidered significantly effective.

5 conclusion

In this study, we designed experiments to evaluate ray-
casting-based interactive surfaces and measured the percent-
age of correct answers and the operation time when surface
factors were changed in a VE. The results showed that in the
curved surface condition, the percentage of correct answers
improved in basic and realistic situations, and the operation
time was shortened in situations without target-seeking
activities.

These findings can be applied to two-dimensional-style
applications, such as photo browsers and GIS. For future
work, an experiment should be conducted to clarify the
effect of out-of-sight target seeking and normalize the diffi-
culty of the target-seeking task.
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A 1-inch 17 Mpixel 1000 fps Block-Controlled Coded-
Exposure Back-llluminated Stacked CMOS Image
Sensor for Computational Imaging and Adaptive
Dynamic Range Control!

Tomoki HIRATA, Hironobu MURATA, Taku ARII, Hideaki MATSUDA,
Hajime YONEMOCH]I, Yojiro TEZUKA and Shiro TSUNAI

ANEOHEZBA 2, LVRABZEICHLN D, SREFE CEGIVSIREREY 3V Y RTLAZRETD. A X—Y
EVUFEEANASEI TR, ORY bEYaVREBRLWDEICEDNTWVS. HIXEEEELMAETIE, B
WhYRIVAPEEDOHZLDPT, BEITERL CEREMIC, N OBRICYEZETRHNT 2UENHS.

LD LIBHYS, 1 DDAXSTHEBEDSH 2BEHERZERDBG, Bl TILU—AL—~, BRIAXETAF
SwIbvY OR) [ChL—RFATDBEGEH GBI, INTOMREZmICT CEFRETH o, HAlFE, 4 KX4K
DFHMEET 1000 fps DFd+t LEMENTIRET, 2.7 um OMMIBZR CH I BN'S 110 dB D DR ZXIRT &R 3
VIRAT LERFEU. BAHNICE, BDRFEEUCHRY VA ZEROTO Y JI(CHE U TERIC BRI Z HilfH
I HEEZEIRAL, JOvIBIC AD ZERBEWINIEBT 2 L TCERRGHEULERRL, 3RTY T/ \BEITICK
VOB EBRZESBEICERIT S L TCINSOREERRUC. YT ARBUVERTEHESVWERIBEBENISRETE
I 2L S53E DR DMEBRARICIR T, FFSEEX (Coded Exposure) ZAWIVE1—T—2 3 F)bA A=
VINDIGADEIFENS.

This study introduces a vision system that can acquire images at high speeds and high resolutions. It
can handle wide differences in brightness beyond human perception. Image sensors are not only used
in digital still cameras but also in a wide range of fields, such as robot vision. Object recognition and
movement tracking at high speeds and high definitions are essential in automated driving systems,
especially in dark tunnels or in the mid-summer sunshine. However, capturing a moving subject with a
high contrast and achieving a high performance concerning all aspects is challenging because of the
tradeoff between high definition and high frame rate, and pixel size and dynamic range (DR). We
developed a high-speed vision system capable of 1000-fps readout operation at a resolution of 4K x 4K
and achieving a DR of 110 dB and fine pixels of 2.7 ym. These characteristics were achieved
simultaneously using coded exposure (CE), which divides the image plane into smaller blocks and
controls the exposure time of each block individually. A high-speed readout was achieved by arranging
analog to digital converters in parallel for each block. A high resolution was realized by integrating both
circuits and pixels at a high density using three-dimensional wafer stacking technology. This system is
expected to be applied to computational imaging using CE, in addition to applications that require high
DR in which dark and bright areas coexist in a scene.

Key words t'v's>y 254, JOvoW%), FBEE CMOS A X—ItvY, 8947w olbry, SFRY, FFSEEL
vision system, block parallel, stacked CMOS image sensor, high dynamic range, high-speed imaging, coded exposure

also increasingly expected to serve as intelligent systems

1 Introduction

with surrounding configurations. Coded exposure (CE) [1],

Image sensors are not only used for taking photos but [2] is a method applied in intelligent system approaches, and

" This paper was modified from reference [11], and results and discussions were added on artifacts and application examples.
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thus various functions can be realized by selecting an inte-
gration variable in the plenoptic function. High dynamic
range (HDR) can be realized when the integration variable
is time. Various methods have been proposed to achieve
HDR. A method, such as a lateral overflow integration
capacitor (LOFIC), was introduced that could provide the
plurality of detection capacitors [3]. In addition, another
method was presented to prevent the photodiode saturation
by adding low-sensitivity pixels [4]. However, various pro-
posed methods require an enlarged pixel size. Alternatively,
a high-speed readout, such as an array-parallel analog-to-
digital converter (ADC) structure [5], is useful for integrat-
ing multiple frames [6] to realize an HDR. However, it
increases the noise level and requires a faster readout to
reduce motion artifacts. To mitigate these adverse effects, a
method was proposed in which a pixel array is divided into
multiple blocks, and the signal integration time of each block
is individually controlled [7]. In another method, CE was
demonstrated using the pixel-level control of the exposure
time [8]. However, in these methods, the readout path and
control circuitry should be arranged within the same plane
because these are unstacked sensors; thus, the pixel size is
relatively large and high resolution is difficult to realize.
Therefore, we designed a sensor that could simultaneously
achieve a 4 K X 4 K resolution and a high-speed readout of
1000 fps. Using a stacked structure, we demonstrated the
CE capability by individually controlling the exposure time
for each block of the pixels.

2 Sensor Architecture

2.1. Block Diagram

Fig. 1 shows a conceptual diagram of the image sensor.
This 1l-inch image sensor has two layers: the top chip com-
prises BSI pixels with a 65-nm process and the bottom chip

is used for signal processing; the layers are bonded to each

Exposure block H4224xV4224 pixels

(2.7um16x16 pixels)

Signal output

Exposure blocks 4
(4.8 Gbps/channel,
Total 48 channels),

(H264xV264)
N
N

Readout units
(H264%xV132)

Readout unit
(for 16x32 pixels)

Top chip
(BSI pixels)

Bottom chip
(Circuit)

Device structure

Fig. 1
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other. The highest-density area consists of two contacts per
pixel. The top chip has a pixel array (H4224 x V4224,
2.7-um pitch), which is divided into H264 x V264 exposure
control blocks with a basic unit of H16 X V16 pixels. The
bottom chip has ADC circuits, logic circuits, high-speed
interfaces (HS-IF), and H264 x V132 readout circuits (read-
out units), which are arranged directly below the pixels.
Each readout unit corresponds to H16 x V32 pixels as a
basic unit. Pixel signals are converted into parallel digital
data using ADC circuits located in each readout unit. Binary
conversion and correlated double sampling (CDS) operations
are performed using the readout logic located in the bottom
chip. Subsequently, signals are outputted through 48 channels
of the HS-IF, which operates at 4.8 Gbps per channel.

2.2. Block Array Structure

Fig. 2 shows a diagram of the readout unit and two expo-
sure blocks. Each pixel comprises a photodiode (PD) and
five transistors. The reset transistor (RST) and select transis-
tor (SEL) are controlled by a global pixel driver placed in the
periphery of the bottom chip. Both the photoelectron trans-
fer transistor (TX1) and PD reset transistor (TX2) are con-
trolled for each block by the local pixel driver in the readout
unit. The readout unit is composed of 16 column ADCs, a
data transfer circuit, an integration time controller, and a
local pixel driver. Moreover, ADC is a 12-bit single slope
type, and the ramp signal and counter are supplied from the

peripheral circuitry of the bottom chip. Each ADC is con-

Exposure blocks
(Top chip)

Readout unit

Integration (Bottom chip)

time controller -

ADC
output

Bottom chip

Top chip

Pixel[32
VVDDPIX

Integration time
controller [32:17]
Local pixel
driver [32:17]

Integration time
controller [16:1]
Local pixel
driver [16:1]

12b-ADC
(digital CDS in the readout logic)

Fig. 2 Exposure block and readout unit
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nected to its corresponding pixels (1-32) via a vertical signal
line and source followers (SF). The digital signal, converted
in ADC, is transferred to the readout logic via the transfer

path for each set of 16 columns.

2.3. Exposure Control

The exposure control has two operation modes. One is
“No Skip Mode” for short exposure time less than one
frame, and the other is “Skip Mode” for long exposure time
more than one frame. Fig. 3 shows a simplified block dia-
gram and timing chart of exposure control. The integration
time controller comprises a row counter, address decoder,
and four flip-flops that hold an exposure time register set-
ting. The register has four bits per block, of which three are
used to encode eight different exposure times within one
frame. The remaining one bit is a mode select signal, used
as a mask signal that skips the reading of photoelectrons.
The register can be updated for each frame. TX2 is con-
trolled using the AND logic applied to the eight exposure
time settings and timing signal linked with the register. TX1
is controlled using the AND logic of the TX1SEL signal from
the global control logic and TXIMASK signal. The local
pixel driver, composed of a level shift circuit and driver cir-
cuit, scans pixels in a predetermined row based on the
decode signal of the integration time controller and SEL
signal. Each readout unit is associated with 32 rows of pix-
els, corresponding to two exposure blocks per frame. In the
No Skip Mode, TX1 is sequentially controlled to cross two
exposure blocks, and TX2 is independently controlled for
each block according to the integration time, as presented
by blocks (1,1) and (1,2) in Fig. 3. Short exposure times of
one horizontal period or less can be achieved because the
controls for TX1 and TX2 are independent. Skip Mode can

Select TX1 and TX2 ]

/{ 264 x 264
vi

3b: Exposure data timing signals

/{1 b: Mode select (mask)

1
register y i
g - ™ -
Integration — Local |[|Tx2,o Exposure
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Fig. 3 Block exposure control structure and timing chart
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be realized by skipping the TX1 and TX2 operations using
the mask signal, as presented by block (264,263) in Fig. 3.
With the above configuration, the exposure time of each
block is individually set by the integration time controller,
and the rolling shutter reading of 16 X 32 pixels in each unit
is performed simultaneously. Each block has an exposure
time controller that includes the selection of two operations.
The exposure table is changed for each frame. Thus, various
exposure patterns can be created in a two-dimensional man-

ner, resulting in HDR imaging.

3 Configuration of the Experimental System

Fig. 4 shows the system configuration. This system com-
prises a camera head, camera control unit, and host com-
puter (PC). The camera head has a lens unit and image
sensor board. The camera control unit is composed of two
field programmable gate arrays (FPGA) and a power supply
board and functions to control the image sensor, supply
power, and receive image data. The PC controls the entire
system, processes, and then saves the images.

The image data from the sensor are inputted to each
FPGA in the camera control unit via 24 channels at a time.
The FPGA adjusts the data rate and data width and transfers
data to the PC through the optical fiber.

To calculate the exposure time of each block, we proto-
typed two types of systems according to the application. The
first system is to calculate the exposure time in FPGAs in
the camera control unit, assuming that the subject moved at
a high speed. The exposure value can be updated in every 8
frames by calculating the exposure value using the pipeline

operation without a frame memory. The second system is to

Imager board

Camera head Camera control unit Host computer (PC
I rfpaar |
s A es [ FPea 1}
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Fig. 4 Camera system architecture
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calculate it in PC. More advanced and precise exposure con-
trol is possible in case of considering the surrounding blocks

or multiple frames.

4 Results and Discussion

4.1. Coded Exposure

Fig. 5 presents the experimental results of CE. To gener-
ate an exposure table, the original image was first divided
into blocks of 264 x 264, and the average value of each
block was converted into 3-bit gradation data. Subsequently,
the exposure time was set from 1/128 to 1 ms correspond-
ing to the 3-bit data. The photography was performed on a
light box without patterns under a uniform illumination
using the exposure table. The block exposure method can
produce a coded image in a single shot. Furthermore, set-
ting the exposure time frame-by-frame or across frames

yields various coded patterns.

4.2. HDR Imaging

Fig. 6 shows the experimental results for an HDR. The
image shown on the left side was obtained by exposure
bracketing, which is a conventional technique of taking mul-

tiple shots with different exposure times. Moreover, dynamic

"W/ CE high DR ima
Linear tone (RAW

range (DR) of each image was relatively small where black-
outs and whiteouts occurred. Therefore, many images were
required, which required a long time to capture. The image
on the right side is a HDR image acquired with CE using
this sensor and calculated in PC. The sensor was driven at

1000 fps, and the post-processing system and integration
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time operated in every 16 frames. Image acquisition was
performed by changing the exposure time for each block
based on the exposure table, indicated by time value (TV),
which logarithmically defines the exposure time. The calcu-
lation performed multiplication and addition processing of
the acquired image according to the TV. Consequently,
images with a total of 11 exposure stops can be acquired at
a high speed by setting the exposure time for 7 stops within
one frame and 4 stops for over a period of 16 frames.
Considering the block steps, if the exposure times of the
adjacent blocks are different, the signal-to-noise ratio (SNR)
steps occur at the boundary of the blocks. To mitigate the
block steps, smoothing the number of stops of the exposure
time between adjacent blocks is preferable. In addition, the
SNR can be improved by adding multiple frames to the

blocks with a short exposure time.

4.3. HDR Tracking for Moving Object

Fig. 7 shows the results of the responsiveness of exposure
control to a moving object. The sensor was operated at 1000
fps and an object moved horizontally on the screen. The
image on the left was captured without an exposure control.
When the object dashes from the dark to bright area of
frame #345 with respect to the initial state of frame #1, the
characters on the body are oversaturated. The results of
dynamic exposure control in every 8 frames are demon-
strated on the right side. Updating the exposure table in

every 8 frames suppresses the oversaturation of characters

on the body and realizes an HDR image.

(b) w/ CE (update exposure time every 8 frames)

Fig. 7 Experimental results of exposure tracking

4 4. Sensor Specifications

Table 1 presents a comparison between the performance
of our sensor with that of other sensors presented in the
existing studies. At first, our developed sensor achieves high
speed readout with a resolution of 17 Mpixel. In addition,
this paper demonstrates HDR with small pixel of 2.7-um
pitch. The total power of the sensor was 7.4 W at 1000 fps.
The chip micrograph is shown in Fig. 8. Both chips were

fabricated using a 65-nm process.

4.5. More Applications Using Coded Exposure
Fig. 9 shows an application that overlays the information

Table 1  Sensor specifications

This work 1ISW2019 [3] | 1SSCC2020 [4] | VLSI2017 [5] | ISW2015 [7] | ISSCC2019 [8]
Process Slocked BSI Stacked BSI
s;::!‘esg:’:l BSI Top: ’;g’;’gﬁ""‘ Top: 90nm 1P4M Fsl 0.41um
- Botiom: 55 g
Bottom: 66nm | 5" 1PAM E‘:g‘égj‘:x’i"‘ it £:Bpm 1P4M
Tntegration time Tniegration time | Integration tme
HDR technology controllable for LOFIC Sub-pixel - controllable for | controllable for
each block each block each pixel
Number of pixels [Mpix] 17.8 0.6 5.7 4.1 0.4 0.05
Pixel pitch [um] &t 2.8 3.0 4.8 5.0 1.2
Bit depth [bit] 12 = 12 ) = =
Frame rate [fps] 1000 - 30 630 - 25
Conversion gain [uV/e-] 161 115310:1;)\) 169'; ((hm) 65
Random noise [e-] 29 - 0.6 4.2
Sensitivity [ke-/lux-s] 20.7 - 38.0 28.4
FWClke-] 7.4 120.0 165.8 - -
Dynamic-range [dB] 1;'40 @1;,':$:' - 132 - 120

18.87 mm

Readout units

Pixel array 8 (ADCs, Local Pixel Drivers

14.28 mm

Fig. 8 Chip micrograph
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Fig. 9 (a) Experimental results of the overlay information on the
real image and (b) an application example of CE
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on a real image. Encoding the exposure time for each region
implies that an arbitrary virtual pattern can be generated in
the image. The experimental result is shown in Fig. 9(a).
The photograph on the upper left shows the actual subject.
The lower left figure presents an image of the exposure
table, where a pseudo image is formed by expressing eight
different exposure settings as gradations. The dark area
indicates a short exposure, whereas the bright area indicates
a long exposure. The results obtained using this exposure
map are illustrated on the right side. It can be observed that
a virtual image is embedded in the subject in the real space.
In addition, this exposure table is created based on an actual
subject; that is, it can also be used as an image-recording
function.

Fig. 9(b) shows an application, where it is possible to
embed tag information or a head-mounted display for virtual
or augmented reality [9], [10]. Overlaying them on the
image sensor reduces the processing power of the subse-

quent system and improves latency.

5 conclusions

In this study, we have newly developed a CMOS image
sensor with a stack structure that operates at 1000 fps while
having a high resolution of 17 Mpixel with small pixel of
2.7-um pitch. By using the block-wise coded exposure func-
tion, 110 dB DR is achieved at 1000 fps in a single frame,
and 134 dB DR in 16 frames. This vision system can be
applied to various computational imaging using the coded
exposure function, in addition to high dynamic range imag-
ing in scenes where dark and bright areas of the subject are

mixed in the frame.
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High-throughput Terahertz Spectral Line Imaging using

an Echelon Mirror!

Gaku ASAI, Daiki HATA, Shintaro HARADA, Tatsuki KASAI, Yusuke ARASHIDA and Ikufumi KATAYAMA

AFRTE, TOVES—ZAVCEY YT a3y bTINLY (THz) DHEEAREST Ty BRI FRE
ZEHBPEDEDZEICKY, [NFHANRT MUEHRZESREICEFT 2T INLYDHSA )4%—9“‘/7‘7&?%7%‘9“%
STAIRAXSDEBE—S4 VD 5BONDT INVYEART MUBRICH LT, # 40 dB DESHMSEARBSN, 1.2
kV/cm DE—JBISEETRA 2 THz OFFZERBETED C BB UL, S VA A— //Q(LZBDLZDWF'ﬁ %”
(& TINVYIRDANRT VA CEICOHBRFIZEE TH D T EPERINTVD. SOHRELIZT INILYHAS
AVAA=I VT IRTLACBVNWTH YTV EERICAF v IBHTET, ZHEE (57 h—X, X70—X) DOiEsl
DRESDDHIT - A AXA—=IVTPRET Y FIVEDRE - RIRETRINTIREE B, BLRIL—FY RTHHAX—IVTH
OjgECcHa&ZmLI.

This work demonstrates terahertz (THz) line imaging that acquires broadband spectral information by
combining echelon-based single-shot THz spectroscopy with high-sensitivity phase-offset electrooptic
detection. A signal-to-noise ratio of approximately 40 dB is obtained for a THz spectrum from a single line
of a camera with a detection bandwidth of up to 2 THz at the peak electric-field strength of 1.2 kV/cm.
The spatial resolution of the image is confirmed to be diffraction limited for each spectral component of
the THz wave. We use the system to image sugar tablets (lactose, sucrose) and film thickness/shape
measurement of resin samples through a shield by quickly scanning the sample, which illustrates the

capacity of the proposed spectral line imaging system for high-throughput applications.

Key words TSV, BEERDK, A X—IV7, FRERE SRERDY
terahertz wave, ultrafast spectroscopy, imaging, non-destructive inspection, high sensitivity detection

7 Introduction

Terahertz (THz) imaging is one of the most important
applications of THz science and technology. It can be used to
map materials that are difficult to distinguish using other
frequency regimes [1], [2]. The material properties that can
be detected using THz imaging include polymorphisms of
organic materials [3], strain in rubbers [4], refractive indices
of chemicals and proteins [5], [6], pigments in artificial
paints [7], carriers in semiconductors [8], and foams in poly-
meric materials [9]. For these imaging applications,
researchers have used THz cameras from microbolometers
[10], THz CMOS cameras [11], and up-conversion to the
near-infrared or visible range [12], etc. Although spectral

information is fundamentally crucial for this technology,

obtaining complete spectral information using these tech-
niques is difficult and time-consuming.

An advanced technique for THz imaging is THz time-
domain spectroscopy (THzTDS), which uses ultrashort laser
pulses and offers an important advantage over competing
techniques [13], [14]. Because THz-TDS acquires the full
temporal waveform of the THz transients, it can provide a
precise broadband spectrum. However, increasing the mea-
surement throughput is difficult because the temporal
domain must be scanned to acquire the full waveform of the
THz pulses, in addition to the spatial dimensions normally
required for THz imaging.

Recently, significant efforts have been devoted to circum-
vent this difficulty by developing single-shot THz-TDS [15] -

[17]. Yasui et al. used oblique crossings of THz waves and

" This paper was modified from reference [27] and added the result of thickness imaging of resin films as Fig. 5.
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probe pulses in an electro-optic (EO) crystal to demonstrate
single-shot THz line imaging [18]. However, the oblique-
crossing technique requires a large EO crystal to map out
sufficient temporal information; more importantly, the tem-
poral information can be distorted by spatial inhomogene-
ities in the EO crystal and/or by scattered THz waves
because different temporal information comes from different
parts of the crystal.

The reflective echelon technique uses a stair-step mirror
to map the temporal information to spatial positions on the
mirror and allows us to focus the probe pulses on the EO
crystal, which can reduce the distortion of the temporal
waveforms [19], [20]. THzTDS in a pulsed magnetic field
and Kerr-gate spectroscopy have already been demonstrated
using this method and have illustrated the precise acquisi-
tion of the temporal waveform and the corresponding spec-
trum [21]-[23]. In this study, we combine this technique
based on an echelon mirror with a phase-offset method to
enhance electric-field detection [24], and we implement the
system in an imaging system to realize high-throughput line

imaging.

2 Experiments

Fig. 1 summarizes the system used in this study. We used
a Ti: sapphire regenerative amplifier with an output power of
1 m]J, center wavelength of 800 nm, and repetition rate of 1
kHz to generate and detect THz waves. Part of the laser
output was used to pump the LINbO3 prism with a wavefront
tilt to efficiently generate an intense THz wave [25], [26],

which was subsequently collimated by using a spherical lens

Top view Side view
: Echelon ¥
: mirror !
Probe Pol
light IRy _y /A
N Y VS 5 cLt
———
LiNbO, :
prism TL1 TCL TL2 /TL3
Pump -*,- EOC
light 'm)Z Sample’ 1 l
waves J - R, - Aol
T e 1
! mirror H '

X

I __________________ m cL3

Fig. 1 Experimental setup for THz spectral line imaging using an
echelon mirror. TL: THz Tsurupika lenses, TCL: THz cylin-
drical lens, CL: cylindrical lenses, EOC: electro-optic crys-
tal, Pol: polarizers, QWP: quarter wave plate.
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placed after the LiINbO; prism and linearly focused onto the
sample with a cylindrical lens. Next, the THz image of the
sample was transferred to the detection EO crystal, which
detected the birefringence induced by the THz electric field
and spatial distribution.

The remaining laser output of approximately 50 mW was
used to probe the electric field distribution on the EO crys-
tal, which was 1-mm-thick (110) ZnTe. The probe was
reflected from an echelon mirror with a step width of 25 um
and step height of 2.5 um, and linearly focused onto the
crystal to cover the focal line of the THz wave. The number
of steps on the echelon surface was 750. Because each seg-
ment of the echelon mirror reflects the probe pulse at differ-
ent delay times (see inset of Fig. 1), the temporal informa-
tion is mapped to the horizontal axis of the THz camera (16
bit, 2560 x 2160 pixels with a pixel size of 6.5 X 6.5 um?
full-well capacity of the camera was 30000 e-) upon imaging
the echelon surface onto the camera. We used a set of cylin-
drical lenses after the EO crystal to image spatial informa-
tion in the vertical direction. Using these setups, our system
becomes scanless in THz spectral line imaging, which con-
ventionally requires 2D scanning.

Because the THz pulses are linearly focused in our sys-
tem, the electric field strength at the focus is less than that in
other THz-TDS systems that use tightly focused THz pulses.
To compensate for this reduced electric field strength, we
enhanced the sensitivity of the EO sampling to obtain line
imaging with a large signal-to-noise ratio (SNR). Here, we
used the phase-offset method in the detection setup [24], and
placed an EO crystal between the crossed polarizers and
quarter wave plate with a slight offset rotation.

To describe the detection mechanism, we first write the

Jones vector E;, of the incident probe pulse as:

(e )

The Jones matrix of modulated EO crystal is

cos% isin%
Jeo = o NIE 2
ZSIHE COSE

where A is the THz field-induced phase difference between
the probe pulses. The Jones matrix of the offset quarter

wave plate is
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where 6 is the angle of rotation in the 001 direction of the
EO crystal. After the crossed analyzer polarizer, the output

signal is
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To eliminate the quadratic terms in this equation, we sub-
tracted the data with the opposite phase offset to obtain

1(0,A)-1(-6,A) Al _ 2sinA

1(6,0) T 1(6,0) sin26° ©

This equation ensures a one-to-one correspondence
between the signal intensity and the electric field strength.
Furthermore, enhancing the sensitivity of the measurement

is possible by only changing the rotation angle 6 of the QWP.

3 Results

Fig. 2(a) and 2(b) show the images obtained with the THz
pulses at phase-offset angles of + 2° and —2°, respectively,
with an exposure time of 50 ms. The images clearly show
the THz pulses forming into a stripe pattern, with the two
offset angles producing opposite polarities. Fig. 2(c) and
2(d) show the linear profiles taken along the 700th line of
the images shown in Fig. 2(a) and 2(b), respectively, pro-
duced by calculating

AT/ I =Ituzon — Itizort) / Ttizose: @)

Using Eq. (6) to estimate the electric field, we subtracted
the waveform with a negative phase offset from that with a
positive phase offset to calculate the electric field strength,
as shown in Fig. 2(e). Although the data were from a single
line of the camera with no spatial averaging, the THz wave-
form obtained had a reasonable SNR.

Owing to the phase-offset method, we can use the full
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dynamic range of the camera for THz detection to enhance
sensitivity. In contrast, if we use the QWP set at 45° for
detection, as in the normal EO sampling method, we can use
only 5% of the dynamic range, which results in a much
worse SNR (typically 20 dB lower than SNR of the phase
offset method if the THz electric field strength is similar to
this work). Further enhancing the SNR may be possible if
we simultaneously obtain signals with positive and negative
phase offsets [16], [22]. The single-shot acquisition of an
image can be demonstrated if we use a much higher power
for the probe, although the data are not shown here.
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Fig. 2 THz spectral line imaging. Images taken with phase offset of
(@) + 2° and (b) —2°. (c) and (d) are the vertical line profiles
of the images shown in panels (a) and (b), respectively. (e)
THz waveform obtained by subtracting the data of panel (d)
from that of panel (c). (f) Fourier transform of panel (e).

Fig. 2(f) shows the Fourier transform of the line shown in
Fig. 2(e). The spectrum of the THz wave clearly indicates
that spectroscopy is possible for each pixel of the camera up
to 2 THz. The SNR of this line reached 40 dB, which is very
promising for THz line imaging with spectroscopic resolu-
tion. The SNR is determined primarily by the shot noise of
the camera. The maximum count of the image can be set to
approximately several 10000, which leads to an SNR of 100
for the electric field strength, and, thus, 40 dB for the inten-
sity spectrum. Note that vertically averaging over several
lines within the diffraction limit further increases the SNR.

The results clearly demonstrate the possibility of enhancing
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the throughput of THz imaging because we only need to
scan one dimension (horizontal direction in our setup) to
obtain full 2D information on the transmitted THz waveform
at each point of the sample. The spectroscopic information
acquired by this system allows us to both analyze materials
with different characteristic THz absorptions and investigate
the modifications of the spectrum in the THz range.

To demonstrate and characterize the imaging perfor-
mance of the system, we measured the spatial resolution of
the imaging system by blocking one part of the object plane
with a metal plate. Fig. 3(a) shows a typical result of such an
experiment, with the metal plate blocking part of the vertical
extent of the image to characterize the spatial resolution in
the vertical direction. In addition to the vertical lines that
correspond to the incident THz pulses, we observed several
non-vertical lines that originated from the edges of the metal
plate. These correspond to THz pulse diffraction from the
edge of the metal plate and the formation of interference

patterns.
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Fig. 3 (a) THz line image acquired with a metal plate blocking the
bottom half of the object plane. (b) Vertical line profile of
the measured THz wave at 1 THz. (c) Vertical and (d) hori-
zontal spatial resolutions as a function of frequency esti-
mated from the fitting shown in (b). Blue triangles, green
rectangles, and red circles are the estimated spatial resolu-
tions when the metal plate was placed just at the focus of the
THz wave (0 mm), 5 mm, and 10 mm closer to the TCL,
respectively. The solid line is the calculated spatial resolution
considering the numerical aperture (0.3) of our setup.

The spatial resolution was estimated by fitting the vertical
profile for each frequency component using the error func-

tion

I{1+erf[2VIn2(x — %) /dl} / 2, ®)
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as shown in Fig. 3(b), where X, is the central position of the
THz wave, I, is the THz intensity, and d is the spatial resolu-
tion of the system. To characterize the horizontal resolution,
we scanned the metal plate horizontally and examined the
decrease in spectral intensity as a function of the position of
the metal plate. The data were fitted to an error function to
estimate the horizontal spatial resolution.

Fig. 3(c) and 3(d) show the vertical and horizontal spatial
resolutions estimated from the width of the error function as
a function of frequency. The black curve represents the dif-
fraction limit of the system, calculated by assuming an esti-
mated numerical aperture of 0.3. The data obtained with the
metal plate not at the focal plane are also plotted. These
results were consistent with those of the measured spatial
resolution of the system, although the data for the vertical
direction were slightly worse than those of the diffraction
limit. This difference may be caused by a slight misalign-
ment of the system, especially the focusing lens, before the
sample. Because the imaging system was designed with
spherical lenses, the spatial resolutions for the horizontal
and vertical directions were the same, even though the

sample was illuminated with a cylindrical lens.

& 100

@ =

§ gg BST650 Lactose
s [

g 40

c 20t (a)

i L |

0
0.0 04 0.8 1.2
Frequency (THz)

i 0.53 THz
Sdlnlle -
el &

B -

Fig. 4 (a) Transmittance spectra of the sucrose and lactose tablets.
(b) Picture of the disaccharide tablets under investigation.
The lower part shows the full spectral absorption image plot-
ted in color for 3D. (c) Slices of the 3D transmittance data
taken at indicated frequencies.

Next, to demonstrate spectral line imaging, we prepared
two disaccharide tablets with different spectral characteris-
tics in the THz region, as shown in Fig. 4(a). Lactose has a
characteristic absorption at 0.53 THz, whereas sucrose only
has a smooth absorption up to 1 THz. We scanned the sam-
ple shown in Fig. 4(b) in the horizontal direction, and data

for a width of approximately 36 mm and height of approxi-
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mately 5 mm were obtained. The vertical direction (y-axis)
was imaged using the line-imaging system. The obtained full
spectral imaging data plotted as a 3D image are shown in
the lower part of Fig. 4(b). Fig. 4(c) shows the slices of the
data at several frequencies: 0.48 THz, 0.53 THz, 0.58 THz.
The data clearly show the difference in the absorption at
0.53 THz between two tablets where strong absorption of

lactose exists.
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Fig. 5 (a) Picture of plastic film samples of different thickness
(measurement range is in the red frame). (b) Conceptual
diagram of the principle of thickness measurement. (c) Dis-
tribution of delay time transmitted through plastic film. (d)
Cross-sectional graph on the black line.

Finally, to demonstrate the advantages of time-resolved
spectroscopic imaging, an example of thickness imaging of
a resin film that is opaque to visible light is presented. As
shown in Fig. 5(a), samples with different numbers of films
depending on the position were prepared and measured
using the spectroscopic line-imaging system proposed in this
paper. As shown in Fig. 5(b), the delay time z(= nd/c) of the
THz pulse changes depending on the thickness of the trans-
mitted sample. Therefore, the film thickness is obtained by
extracting the peak value of the time waveform acquired by
time-domain spectroscopy (#: refractive index in the THz
region, d: film thickness, ¢: speed of light). Fig. 5(c) shows a
thickness map wherein the delay time is plotted for film
samples of different thicknesses. Fig. 5(d) shows a cross-
sectional graph on the black line (equivalent to an optical
path length difference of 300 um per 1 ps delay time).

These figures show that the step difference due to the
change in the number of films is well represented. Using
time-resolved spectroscopic imaging, the transmitted thick-
ness imaging of a sample that is opaque to visible light was
demonstrated and it was shown to be a promising means for
measuring the 3D and film thickness of resins and ceramics
in the future.

The results shown in Fig. 4 and Fig. 5 indicate that spec-
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tral line imaging using an echelon mirror is very promising
for future industrial and scientific applications. A 3D color
image of the sample is of essential importance for comparing
and distinguishing materials with different THz responses.
Using our imaging system, spectral information is obtained
on a single-shot basis, which can avoid distorting the THz
waveform due to temporal fluctuations, such as changes in
the spectrum or position of the sample. Additionally, combin-
ing our system with a compressive sampling technique to
expand the spatial dimensions of the imaging is possible.
The full and reliable spectral information in the THz region
obtainable in our system can be the key to realizing such

applications in the future.

4 Conclusion

In summary, we demonstrated spectral line imaging by
combining a single-shot THz detection technique using an
echelon mirror with the phase offset method. The obtained
SNR of the single line reached 40 dB, thereby offering a suf-
ficient dynamic range for spectroscopy applications. The
spatial resolutions in both the horizontal and vertical direc-
tions were comparable to the diffraction limit of the THz
waves at each frequency component. The results obtained
from the imaging of disaccharide tablets demonstrate the

high potential of spectral line imaging for future applications.
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Fabrication of High-Performance ITO Flexible Thin Films

Utilizing Mist Deposition and ITO Nanoparticles with
High Water Dispersibility’

Ryoko SUZUKI, Yasutaka NISHI, Masaki MATSUBARA, Atsushi MURAMATSU and Kiyoshi KANIE

TUFTIWTNA ZDERICHNT, MEEDZ LVEIEERNDOBBEEREDEENERFEZR KM THD. =
ZARFRYY 3V 3BERIRBFZRN TR BIRRZEERICRENITTRET 2FECTHD. BRLENTET
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In process of preparation of flexible device, providing a low-temperature coating method of transparent
conductive film for polymeric a substrate with low heat tolerance is very important. Mist deposition is a
suitable method for coating these substrates as high-temperature processes are not required. Herein, mist
is formed by atomizing the coating liquid. Subsequently, it is deposited on the substrate and dried to form
a thin film. In this report, a transparent conductive film is prepared utilizing mist deposition and indium tin
oxide (ITO) nanoparticles with high water dispersibility, as detailed in our previous report. The mist-
deposited ITO thin film exhibits the lowest roughness and resistivity when compared to the films formed
using other coating methods. The results indicate that a densely packed film can be prepared by
changing the coating conditions, which are easily controlled during the mist deposition. Thus, a high-
performance transparent conductive film is successfully prepared using an “eco-friendly” process without
high-temperature treatment.

Key words =X hFRIY 3k, ITO > /HF, BHESE

mist deposition method, ITO nanoparticles, transparent conductive film

7 Introduction

Recently, low-temperature processes for the fabrication of
electric wiring on substrates with poor heat tolerances have
become important technologies owing to the growth of flex-
ible devices [1] and film-type solar cells [2]. In particular,
printed electronics (PE), which is the direct drawing of elec-
trical wirings onto a substrate using conventional printing
methods [3]-[5], is one of the most attractive technologies.

Resist coating, exposure, and etching, which are included in

the conventional process for fabrication of the electrode, are
not necessary in the PE process. Therefore, PE has the
advantages of low environmental load and low cost. How-
ever, the drawing of electrical wiring requires the use of
conductive pastes, which results in a higher resistivity of PE
electric wirings than that of the conventional process.
Indium tin oxide (ITO) is a transparent conductive oxide
with low resistivity, high transparency, and moderate chemi-
cal stability and is the most commonly used material for

transparent electrodes [6]. Transparent conductive films

" Reuse of R. Suzuki, Y. Nishi, M. Matsubara, A. Muramatsu and K. Kanie, “A nanoparticle-mist deposition method: fabrication of high-performance ITO flex-

ible thin films under atmospheric conditions,” Sci Rep, vol. 11, pp. 10584, 2021.



Fabrication of High-Performance ITO Flexible Thin Films Utilizing Mist Deposition and ITO Nanoparticles with High Water Dispersibility

using ITO nanoparticles have been prepared by inkjet-
printing [7]-[9] and brash printing [10], [11]. In these
reports, organic solvents and dispersants were used for the
preparation of ink containing ITO nanoparticles; therefore,
high-temperature treatment (possibly over 400°C) was nec-
essary to remove organic residue for the preparation of low-
resistivity ITO electric wiring. Essentially, only substrates
with heat resistance can be used in the PE process.

Mist deposition, which does not use organic solvents and
dispersants, has been reported as a method for the fabrication
of films consisting of nanoparticles. The mist deposition pro-
cess is as follows. First, the coating liquid is atomized. The
resulting mist is carried by a carrier gas, deposited on the
substrate, and dried to form films (Fig. 1a). The mist deposi-
tion method is similar to that of spray coating; however, the
droplets in the mist are smaller than those in spray coating
and remain in the air for a longer period. From this character-
istic, mist deposition has the advantages of mist droplet trans-
portation by a carrier gas and control of the film structure by
tuning the gas flow. Among the reports on mist deposition,
there are several reports on mist chemical vapor deposition
(CVD) [12]-[14]. Gallium-doped ZnO (GZO) film and boron-
doped ZnO (BZO) film were prepared by mist CVD. On the
other hand, there are a few reports on mist deposition using
nanoparticles. Qin et al. prepared a mist-deposited TiO,
nanoparticle film [15] where a TiO, nanoparticles aqueous
dispersion was used as the coating liquid and deposited on a
Si wafer heated to 150°C. The obtained films exhibited a
characteristic ring pattern on their surfaces. These patterns
were formed by the aggregation of TiO; nanoparticles dur-
ing the evaporation of water from the mist droplets on the
substrate. Additionally, these patterns differed according to
their position inside the Si wafer. These results indicated that
mist deposition can be used to fabricate films using a low-
temperature process and the surface structure of the film
can be controlled by changing the evaporation conditions.

In our previous reports, protruded ITO nanoparticles [16]
had a much higher water dispersibility than conventional
cubic-shaped ITO nanoparticles [17]. The protruded ITO
nanoparticles were single-crystalline nanoparticles with
many protrusions on their surfaces, which resulted in a
larger surface area and higher surface water absorption than
cubic-shaped ITO nanoparticles. These protruded ITO
nanoparticles could maintain their dispersion state in an
aqueous medium for over one month without any dispersant.
Hence, protruded ITO nanoparticles can be applied for mist
deposition because of their high water dispersibility. There-

fore, we expect that protruded ITO nanoparticles can form
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densely packed and flat surfaced films using mist deposition
during a low-temperature process.

Herein, we report the advantages of mist deposition for the
fabrication of transparent conductive films and the advantages

of using protruded ITO nanoparticles for mist deposition.

2 Experimental Procedure

ITO nanoparticles were prepared as described in our pre-
vious reports [16], [17]. Two types of ITO nanoparticles,
C-NP and P-NP, were prepared, which were cubic-shaped
and protruded ITO nanoparticles, respectively, with an Sn
doping of 14 at%. C-NP and P-NP powders were added to
water and dispersed using a homogenizer to prepare an
aqueous dispersion of ITO nanoparticles. P-NP had a higher
water dispersibility in water than C-NP because of the high
hydrophilicity originated from its shape. P-NP maintained a
good dispersibility for over one month; whereas, C-NP set-
tled at the bottom of the vessel after standing for one day.

ITO thin films on the substrates were prepared using the
mist deposition system (Fig. 1b, 1c). The mist generation
unit consisted of four ultrasonic oscillator units. The mist
produced from ITO nanoparticle aqueous dispersion was
transported by an N, carrier gas and deposited on the sub-
strate. On the way, it was passed through a water trap to
remove large mist droplets. The flow rate was fixed at 10-20
L-min" and the resulting thin films were heat treated in air.
The thickness of the ITO thin films was adjusted to 300 nm
by controlling the deposition period.
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Fig. 1 (a) Scheme of film formation by mist deposition, (b) scheme
of mist deposition system, and (c) appearance of experimen-
tal mist deposition system.

3 Results and Discussion

3.1. Preparation of C-NP and P-NP
From X-ray diffraction (XRD) measurement, it was con-
firmed that C-NP and P-NP had In;O; crystal structure
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(JCPDS No. 6-0416). Then, the doping amounts of Sn based
on In calculated from the inductively coupled plasma (ICP)
results were 14.4 mol% and 14.2 mol% in C-NP and P-NP,
respectively. From these results, it was confirmed that ITO
was successfully prepared. Transmission electron micros-
copy (TEM) and high-resolution TEM (HR-TEM) images of
C-NP and P-NP are shown in Fig. 2. C-NP had a cubic shape
with smooth edge surfaces (Fig. 2a), whereas P-NP had a
large number of protrusions on the surface (Fig. 2c). The
mean particle size of C-NP and P-NP were 39 + 12 and 38 +
10 nm, respectively. In the HR-TEM images (Fig. 2b, 2d),
C-NP and P-NP showed uniform crystal orientations. The
crystallite sizes of C-NP and P-NP were calculated to be 35
and 33 nm, respectively, using Scherrer’s equation. The cal-
culated sizes were close to the mean particle diameters
determined by TEM observations. The results suggested
that C-NP and P-NP have single-crystalline structures. Addi-
tionally, the uniform distribution of In and Sn atoms in the
nanoparticles was confirmed by energy-dispersive X-ray
spectroscopy (EDS) mapping images. These results indicate
the successful preparation of the two types of ITO nanopar-
ticles.

Fig. 2 Transmission electron microscopy (TEM) images of (a) C-NP
and (c) P-NP, and high resolution (HR)-TEM images of (b)
C-NP and (d) P-NP.

3.2. Effect of Deposition Method on Resistivity of P-NP
Thin Films

To investigate the effect of the coating methods on resis-
tivity, a glass substrate was coated with P-NP using several
coating methods: mist deposition, bar coating, spray coating,
spin coating, and drop casting. Fig. 3a shows the resistivities
of P-NP thin films prepared by the different coating methods
after heat treatment at 150, 200, 300, 400, and 500°C for 1 h

under an Ho-Ar (4% H,) atmosphere.

The mist-deposited P-NP film had the lowest resistivity
(9.0 x 10 Q-cm) after heat treatment at 150°C. At the same
process temperature, the resistivities of the films fabricated
by bar-coating, spray coating, spin coating, and drop casting
were 3.0 X 10" Q-cm, 4.0 X 102 Q-cm, 5.0 x 102 Q-cm, and
4.0 x 10 Q-cm, respectively. The resistivity of the thin films
decreased with increasing process temperature for all coat-
ing methods. After heat treatment at 500°C, the mist-depos-
ited films had the lowest resistivity 5.0 x 10 Q-cm. Fig.
3b-3f show scanning electron microscopy (SEM) images of
the surfaces of the P-NP films after heat treatment at 150°C.
From the SEM images (Fig. 3b, 3c, 3e), it was observed that
P-NP films prepared by the mist deposition, spray coating,
and spin coating methods had flat and smooth surfaces. In
contrast, the bar-coated (Fig. 3d) and drop-casted (Fig. 3f)
P-NP films had rough surfaces with aggregated P-NP struc-
tures. The roughness (R,) of the P-NP film surfaces was
measured by atomic force microscopy (AFM). The mist-
deposited P-NP films had the lowest R, of 7.6 nm. Addition-
ally, bar-coated, spray-coated, spin-coated, and drop-casted
P-NP films exhibited an R, of 7.8, 10.0, 15.8, and 12.6 nm,
respectively. In a previous report [18], the resistivity of ITO
thin film decreased with decreasing R,. In this study, the
P-NP film with the lowest R, exhibited the lowest resistivity.

Above mentioned about mist deposition, the evaporation
rate of liquids in the droplets can be adjusted by controlling
the substrate temperature and carrier gas flow rate, which
reduces the agglomeration of nanoparticles in the mist drop-

lets and on the substrates. The insets of Fig. 3b-3f show
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Fig. 3 (a) Resistivities of P-NP films prepared by different coating
methods and scanning electron microscopy (SEM) images of
P-NP film surface coated by (b) mist deposition, (c) spray
coating, (d) bar coating, (e) spin coating, and (f) drop casting
methods. These images were taken after annealing at 150°C.

The insets in (b)-(f) are enlarged views of the surfaces.



Fabrication of High-Performance ITO Flexible Thin Films Utilizing Mist Deposition and ITO Nanoparticles with High Water Dispersibility

enlarged views of the corresponding P-NP film surfaces. A
densely packed uniform surface was observed, as shown in
Fig. 3b, which indicates that mist deposition is advantageous
for fabricating high-performance ITO thin films at low pro-

cessing temperatures and is applicable to flexible films.

3.3. Characterization of Mist-Deposited C-NP and P-NP
Films

ITO thin films were prepared by mist deposition using
aqueous dispersions of C-NP and P-NP. Fig. 4a summarizes
the resistivities of the C-NP and P-NP films fabricated by
mist deposition in a low process temperature between room
temperature and 200°C. Resistivities of the C-NP and P-NP
films after annealing at 150°C were 8.0 X 102 Q-cm and 9.0
x 107 Q-cm, respectively. Fig. 4b—4c presents SEM images
of the surfaces of the C-NP and P-NP films after annealing at
150°C, respectively. The C-NP film had a rough and porous
surface structure. In contrast, a densely packed and flat sur-
face was observed on the P-NP film. The lower resistivity of
the P-NP film compared to that of the C-NP film can be
attributed to the more densely packed structure of the P-NP
film. Fig. 4d-4e present cross-sectional TEM images of C-NP
and P-NP films on a polyethylene naphthalate (PEN) substrate
(TEONEX, Q51-188, TOYOBO Co., Ltd., Osaka, Japan, t =
188 wm) with thicknesses of ca. 200 nm. These images cor-
respond to the SEM images shown in Fig. 4b—4c. Loosely
deposited porous inner structure with voids and irregularities
was observed in the C-NP film. Additionally, a densely
deposited inner structure of the P-NP film was observed.
The difference in film structure between the C-NP and P-NP
films is attributed to the difference in the dispersion states
of C-NP and P-NP in the mist water droplets.
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(a) Resistivity of C-NP and P-NP films after heat treatment
between room temperature and 200°C, scanning electron
microscopy (SEM) images of the surfaces of the (b) C-NP
and (c) P-NP films after annealing at 150°C, and cross-sec-
tion transmission electron microscopy (TEM) images of (d)
C-NP and (e) P-NP particles on polyethylene naphthalate
(PEN) substrate.

Fig. 4

The dispersion states of C-NP and P-NP in the mist water
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droplets were investigated using small-angle X-ray scattering
(SAXS) measurements. In the water droplets, the mean par-
ticle size of particles in P-NP was 41 + 13 nm, which was
consistent with the size determined by TEM observation.
This result indicates that P-NP were the primary particles in
the water droplets. In contrast, C-NP had two particle sizes
in water droplets, 54 += 10 and 159 + 30 nm. The smaller and
larger sizes corresponded to the C-NP dispersed as primary
and secondary particles, respectively. It was assumed that
the high water dispersibility of P-NP resulted in a primary
particle state in the water droplets. From these results, the
stability of the ITO nanoparticles in aqueous dispersions was
maintained in the mist water droplets and primary-dispersed
nanoparticles can be used to form thin films with densely
packed structures.

Furthermore, the effect of the ITO nanoparticle disper-
sion state was investigated. C-NP and P-NP films prepared
using different elapsed times after the preparation of the
aqueous dispersions were fabricated and their resistivities
were measured (Fig. 5). The resistivity of the C-NP films
increased as the elapsed time of the C-NP aqueous disper-
sion increased. Conversely, the P-NP films maintained a low
resistivity regardless of the elapsed time. As mentioned in
Section 2, C-NP has a lower water dispersibility than P-NP
and settles at the bottom of the vessel after standing for one
day. These results corresponded to the results that the high
water dispersibility of P-NP was appropriate for high-perfor-

mance ITO nanoparticle thin films.
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Fig. 5 Effect of elapsed time after preparation of indium tin oxide
(ITO) nanoparticle dispersion on resistivity of mist-deposited
film.

3.4. P-NP Mist Deposition on Flexible Films

P-NP was coated on a flexible PEN substrate by mist
deposition with 300 nm thickness followed by annealing at
150°C for 1 h under N, atmosphere. The resulting P-NP film
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showed high transparency (Fig. 6a) and had a low resistivity
0of 9.0 x 10® Q -cm, which is similar to the resistivity of
P-NP film on a glass substrate. Additionally, the transmit-
tance of this P-NP film was greater than 85% in the visible
region (Fig. 6b). It was assumed that a highly transparent
ITO thin film could be obtained on a flexible film by mist
deposition. Furthermore, P-NP patterned films were fabri-
cated by mist deposition on pre-treated hydrophilic flexible
films. The method for selective deposition was as follows.
First, Novec 1720 (3M) was precoated onto a PEN film
(TEONEX, Q51-50, TOYOBO Co., Ltd., Osaka, Japan, t =
50 um or t = 188 um) to prepare a hydrophobic surface. The
films were dried at 100°C for 30 min. The films were masked
using a patterned SUS430 thin substrate (t = 100 pm). The
resulting masked PEN films were treated with a UV-ozone
cleaner for 5 min to obtain patterned hydrophilic areas. Fig.
6c and Fig. 6d exhibit an SEM image and the corresponding
EDS mapping image of the P-NP film In ions on a PEN sub-
strate, respectively. The water droplets in the mist spontane-
ously were deposited on the hydrophilized area of the flexi-
ble films to form a uniform pattern. Selective and
spontaneous processes will become a powerful technique for
fabricating ITO-patterned films under ecofriendly atmo-

spheric roll-to-roll PE conditions.
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Fig. 6 (a) Appearance of P-NP film on polyethylene naphthalate
(PEN) substrate coated by mist deposition, (b) transmittance
spectra of the P-NP film, (c) scanning electron microscopy
(SEM) image, and (d) corresponding energy-dispersive
X-ray spectroscopy (EDS) mapping image of P-NP film In
ions on patterned PEN substrate.

4 Conclusion

The design and synthesis of protruded ITO nanoparticles
with high water dispersibility have been detailed in our pre-
vious report. ITO nanoparticles are one of the most stable

materials for the fabrication of thin films using mist deposi-
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tion. In this study, we prepared flexible films with high-per-
formance ITO thin film on flexible film, that had low resistiv-
ity and high transparency using a combination of mist
deposition and protrusion-rich ITO nanoparticles. A com-
parison to cubic ITO nanoparticles with low water dispers-
ibility revealed that the high water dispersibility of protru-
sion-rich ITO nanoparticles played a critical role in
fabricating high-performance ITO thin films. The high dis-
persibility of protrusion-rich ITO nanoparticles was main-
tained in mist water droplets. Protruded ITO nanoparticles
were deposited on substrates in a primary particle state, and
densely packed films were formed. The ITO thin films
obtained by mist deposition have the following advantages.
(i) Single-crystalline protrusion-rich ITO nanoparticles are
readily dispersed in water for a long period without the use
of surfactants or dispersants. (ii) ITO nanoparticle-based thin
films can be fabricated under mild atmospheric conditions
without the use of expensive vacuum production systems or
dangerous and environmentally-harmful chemicals that are
used in the current sputtering and etching procedure.
Finally, (iii) Low resistivity and high transparency can be
achieved with low-temperature annealing, which is applicable
for the deposition of ITO thin films on flexible substrates.
Mist deposition is a promising and powerful technique for
the production of key materials essential for sustainable
progress in PE technology as well as next-generation on-

demand fabrication processes for wearable devices.
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Establishment of a Prototype-less Development Process
by Functionality Evaluation and Sensitivity Setting using
Numerical Simulation for Combustion to Melt

Yohei KONISHI, Naoki TAKEMURA, Fumiyasu NAKANO and Takuichi SAITO

HEATHAM IS B EOEES Tl EHELEE® FPD BXEEICEATNESMECHERAS A ZEEL TN S.
BRAS AGHIFAE~BRIE WV D FTBMRISEE S 12, IPRREDSHAIP AN UL, Ok rOEX
KUEEICLDRE, £EMDLEOCHIC, BHODOEEICKDHE~REHEBIUECTSH Y, BAGREFREIX D
G EEETTMHICHREN D ofc. AWMTIE, FRERRDICD, REFEIELV AR SO ERZEII LD THRET 2.

RGBS Z T DI, RBIIHE> =2 — 3> (CAE) ZRAWTITo>lz. CAE ZRWC TSRSt Z
KBTI B, FITTOCAKERRHICE DY AT LAAEOMEICERVBAR. ORI - TEEOI
BCK>TITLV, TOEAKERFRE LTIV AT LADRRBLZETHTENTE L. TIHSHESNICHIERERF®
RERFEEY SIS, CAEZRAVWTHRRENICFHE T2 & T, CAEICKD ZERMEFHRSZRE L. {EROMETHE
[EoTcSRRERE CAE TREULCZEICK ST, BEEDBVL O EREXHZRMBETHIITHIENTE, £EE
A L7ZER LTz

Production Department Technology Sector Production Technology Division manufactures high-purity
synthetic silica glass used in semiconductor lithography system and flat panel display (FPD) lithography
system. Silica glass synthesis involves complicated reactions such as combustion and melting, so it is
difficult to measure and predict the state inside the furnace. For this reason, in the past, to improve quality
and productivity by changing process conditions, it was essential to perform trial production and quality
confirmation with actual machines multiple times, which caused enormous development costs and
problems in mass production stability. In this study, we have established an actual prototype-less
development process to solve the problem.

Experiments were conducted using computer-aided engineering (CAE) for comprehensive functional
evaluation. To achieve a two-step optimization using CAE, we first worked on a bird’s-eye view of the
entire system by process-function deploying. The process-function deploying was performed by multiple
engineers on the desk, and the system could be visualized as a process function deployment table. By
taking up the control factors and error factors extracted from this and comprehensively evaluating them
using CAE, we achieved a two-step optimization by CAE. By substituting CAE for the actual machine
experiment required in the conventional development, highly reliable process conditions could be
established in a short period of time, and productivity was improved.

Key words CAE, #iihERlT, RET SPEERET, BRAERASR
CAE, Thermo-fluid analy5|s Quallty engineering, Two-step optimization, Synthetic silica glass
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